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Box 133

In what follows, S is a complete separable metric space, and Ω = SZ equipped with the translation
map T : Ω→ Ω such that if ω = (xn)n∈Z ∈ Ω, Tω = (xn+1)n∈Z. Also, we will write, for all ω ∈ Ω,
Xn(ω) := ω(n) for the co-ordinate mapping process.

Exercise 1 (4 points)

(a) Let {p(x, ·)}x∈S be a transition probability function and P ∈ M1(Ω) is a stationary Markov
process with respect to p(·, ·) (i.e. P is T -invariant and P(Xn+1 ∈ A|Fn) = p(Xn, A) almost
surely with respect to P). Then show that the 1-dimensional marginal distribution µ ∈M1(S)
which is given by µ(A) = P(Xn ∈ A) for all A ⊂ S (and is independent of n because of
stationarity of P) is p-invariant in the sense µ(A) =

∫
S
p(x,A)µ(dx).

(b) Conversely, given any transition probability {p(x, ·)}x∈S on S and any µ ∈M1(S) such that
µ is p-invariant, show that there exists a unique stationary Markov process P with transition
probability {p(x, ·)}x∈S and 1-dimensional marginal µ.

Exercise 2 (4 points)

Let F : Ω → Ω such that with ω = (xn)n∈Z ∈ Ω, Fω = (x−n)n∈Z. Let P be a stationary Markov
process with transition probability p(·, ·) and 1-dimensional marginal µ. If Q = PF−1 is the push-
forward of P under the map F , show that Q is a stationary Markov process and determine its
transition probability q(·, ·) in terms of p(·, ·) and µ.

Exercise 3 (6 points)

(a) For any p ∈ [1,∞], prove that (Pf)(x) =
∫
S
f(y)p(x, dy) defines a contraction map Lp(µ) if

µ is p-invariant.

(b) In the notation of Exercise 2, let Q = P. Then show that the operator P : L2(µ)→ L2(µ) is
symmetric (or self-adjoint in the sense 〈Pf, g〉L2(µ) = 〈f, Pg〉L2(µ) for all f, g ∈ L2(µ) (Here µ
is again a p-invariant probability measure).

Notation: Let {p(x, ·)}x∈S be a transition probability function. Define M(p)
s = {µ ∈ M1(S) :

µ is p− invariant i.e. µ(A) =
∫
S
p(x,A)µ(dx) for all A ⊂ S}. Then obviouslyM(p)

s is a convex set.

Let M(p)
s,extr denote the (possibly empty) set of extreme points of the convex set M(p)

s .

If P is a stationary Markov chain with 1-dimensional marginal distribution µ = δx (for any x ∈ S)
and transition probability p(x, dy), it is customary to denote such a stationary Markov chain by



Px.

Exercise 4 (6 points)

Let Px be a stationary Markov chain with transition probability p(x, dy). Let f be any bounded

measurable function f : S → R. Show that for almost all x with respect to any ν ∈M(p)
s,extr

lim
n→∞

1

n
(f(X1) + ...+ f(Xn)) =

∫
f(y)ν(dy)

for almost all ω with respect to Px. That is, fix any ν ∈M(p)
s,extr and show that

ν
(
x ∈ S : Px

[
ω : lim

n→∞

1

n

(
f(X1(ω)) + ...+ f(Xn(ω))

)
= Eν [f(ω)]

]
= 1
)

= 1.


