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Box 133

In what follows, {p(x, ·)}x∈S is a transition probability function, µ is an invariant measure and if P
is a stationary Markov chain with 1-dimensional marginal distribution µ and transition probability
p(x, dy), it is customary to denote such a stationary Markov chain by Pµ.

Exercise 1 (5 points)

If I is the T -invariant σ-algebra and A ∈ I, then show that there exists B ∈ F , such that
p(x,B) = 1B(x) for µ-a.e. x and

A =
⋂
n≥1

⋃
m≥n

{Xm ∈ B} = {X0 ∈ B}.

Exercise 2 (5 points)

Let M(p)
inv = {µ : µ(A) =

∫
p(x,A)µ(dx)}. Show that

(a) µ ∈ extr(M(p)
inv) if and only if, for all B ∈ F such that p(x,B) = 1B(x) for µ-a.e. x,

µ(B) ∈ {0, 1}.

(b) µ ∈ M(p)
inv can be written as a convex combination of extreme points of M(p)

inv, i.e. for all µ ∈
M(p)

inv there exists a probability measure Γµ on extr(M(p)
inv) such that µ =

∫
extr(M(p)

inv)
ν Γµ(dν).

Exercise 3 (5 points)

(a) Let ρn = supx,y∈S supA∈F |p(n)(x,A)−p(n)(y, A)|. Suppose the transition probability p(x, dy) =
π(x, y)α(dy) for some reference measure α ∈ M1(S), and infx∈S π(x, y) ≥ q(y) ≥ 0 for all
y ∈ S and

∫
q(y)α(dy) ≥ δ > 0. Then show that ρn ≤ (1− δ)n.

(b) Show that if ρn → 0 as n → ∞, then the Markov chain has a unique invariant probability
measure.

Exercise 4 (5 points)

Suppose P ∈Ms(Ω). P is called strongly mixing if

|P(A ∩ T−nB)− P(A)P(B)| → 0

for all A,B ∈ F . Show if P is strongly mixing, any P ∈Me(Ω).


