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Exercise 1 (4 points)

Recall Lectures 11-12 for the earlier notation. That is, (G, c,D) is a network with G = (V,E) and
with π being a probability measure on the vertices. We write

d : `2(V )→ `2−(E) with (df)(e) = f(e−)− f(e+)

and
d∗ : `2−(E)→ `2(V ) with (d∗θ)(x) =

∑
e:e−=x

θ(e).

Further we write D00 = {all functions on V with finite support}.

(i) Prove that for any f ∈ D00 it is true that

d∗(c df) = π(f − Pf)

where (Pf)(x) =
∑

y∼x f(y)pxy with pxy = cxy∑
cxy′

.

(ii) Prove that

sup

{
‖Pf‖π
‖f‖π

: f 6= 0

}
= sup

{
〈Pf, f〉π
〈f, f〉π

: f ∈ D00 \ {0}
}
.

We will now define relative entropy on arbitrary probability spaces. Let S be a complete separable
metric space. ByM1(S) we denote the set of all probability measures on S. Then, for µ, ν ∈M1(S),

H(µ|ν) =


∫

log

(
dµ
dν

)
dµ, if µ << ν

∞, else.

Exercise 2 (6 points)

(i) Give an example of µ, ν ∈M1(R) such that

H(µ|ν) 6= H(ν|µ).

This implies that H(·, ·) is, in general, not a metric.

(ii) Define

d(µ, ν) =
1

2

(
H(µ|ν) +H(ν|µ)

)
µ, ν ∈M1(R).

Show that d(·, ·) is not a metric either.



Exercise 3 (4 points)

Let S be a complete separable metric space and ν ∈ M1(S). Show that for any bounded Borel
measurable real valued function f on S, we have

− log

∫
S

e−fdν = inf
µ∈M1(S)

{
H(µ|ν) +

∫
S

fdµ

}
.

Exercise 4 (6 points)

Let Normal(0, 1) denote the standard Gaussian on R. Show that

inf

{
H
(
ν
∣∣∣Normal(0, 1)

)
: ν ∈M1(R),

∫
x ν(dx) = z

}
=

1

2
z2.


