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Introduction

The IMSL Fortran Numerical Library

The IMSL Fortran Numerical Library consists of two separate but coordinated Libraries that allow
easy user access. These Libraries are organized as follows:

e MATH/LIBRARY general applied mathematics and special functions

The User’s Guide for IMSL MATH/LIBRARY has two parts:

1. MATH/LIBRARY (Volumes 1, 2, and 3)
2. MATH/LIBRARY Special Functions

e STAT/LIBRARY statistics (Volumes 1, and 2)

Most of the routines are available in both single and double precision versions. Many routines for
linear solvers and eigensystems are also available for complex and double -complex precision
arithmetic. The same user interface is found on the many hardware versions that span the range
from personal computer to supercomputer.

This library is the result of a merging of the products: IMSL Fortran Numerical Libraries and
IMSL Fortran 90 Library.

User Background

To use this product you should be familiar with the Fortran 90 language as well as the withdrawn
Fortran 77 language, which is, in practice, a subset of Fortran 90. A summary of the ISO and
ANSI standard language is found in Metcalf and Reid (1990). A more comprehensive illustration
is given in Adams et al. (1992).

Those routines implemented in the IMSL Fortran Numerical Library provide a simpler, more
reliable user interface than was possible with Fortran 77. Features of the IMSL Fortran Numerical
Library include the use of descriptive names, short required argument lists, packaged user-
interface blocks, a suite of testing and benchmark software, and a collection of examples. Source
code is provided for the benchmark software and examples.

Some of the routines in the IMSL Fortran Numerical Library can take advantage of a standard
(MPI) Message Passing Interface environment but do not require an MPI environment if the user
chooses to not take advantage of MPI.
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The MPI logo shown below cues the reader when this is the case:

Routines documented with the MPI Capable logo can be called in a scalar or one computer
environment.

Other routines in the IMSL Library take advantage of MPI and require that an MPI environment

be present in order to use them. The MPI Required logo shown below clues the reader when this is

the case:
PI

NOTE: It is recommended that users considering using the MPI capabilities of the product read
the following sections of the MATH Library documentation:

Introduction: Using MPI Routines,
Introduction: Using ScaLAPACK Enhanced Routines,

Chapter 10, Linear Algebra Operators and Generic Functions — see Dense Matrix Parallelism
Using MPL.

Getting Started

The IMSL MATH/LIBRARY is a collection of Fortran routines and functions useful in
mathematical analysis research and application development. Each routine is designed and
documented for use in research activities as well as by technical specialists.

To use any of these routines, you must write a program in Fortran 90 (or possibly some other

language) to call the MATH/LIBRARY routine. Each routine conforms to established conventions

in programming and documentation. We give first priority in development to efficient algorithms,
clear documentation, and accurate results. The uniform design of the routines makes it easy to use
more than one routine in a given application. Also, you will find that the design consistency
enables you to apply your experience with one MATH/LIBRARY routine to other IMSL routines
that you use.

Finding the Right Routine

The MATH/LIBRARY is organized into chapters; each chapter contains routines with similar
computational or analytical capabilities. To locate the right routine for a given problem, you may
use either the table of contents located in each chapter introduction, or the alphabetical list of
routines. The GAMS index uses GAMS classification (Boisvert, R.F., S.E. Howe, D.K. Kahaner,
and J. L. Springmann 1990, Guide to Available Mathematical Software, National Institute of
Standards and Technology NISTIR 90-4237). Use the GAMS index to locate which
MATH/LIBRARY routines pertain to a particular topic or problem.
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Often the quickest way to use the MATH/LIBRARY is to find an example similar to your problem
and then to mimic the example. Each routine document has at least one example demonstrating its
application. The example for a routine may be created simply for illustration, it may be from a
textbook (with reference to the source), or it may be from the mathematical literature.

Organization of the Documentation

This manual contains a concise description of each routine, with at least one demonstrated
example of each routine, including sample input and results. You will find all information
pertaining to the MATH/LIBRARY in this manual. Moreover, all information pertaining to a
particular routine is in one place within a chapter.

Each chapter begins with an introduction followed by a table of contents that lists the routines
included in the chapter. Documentation of the routines consists of the following information:

e IMSL Routine’s Generic Name

e Purpose: a statement of the purpose of the routine. If the routine is a function rather than a
subroutine the purpose statement will reflect this fact.

e Function Return Value: a description of the return value (for functions only).

e Required Arguments: a description of the required arguments in the order of their occurrence.
Input arguments usually occur first, followed by input/output arguments, with output
arguments described last. Futhermore, the following terms apply to arguments:

Input Argument must be initialized; it is not changed by the routine.

Input/Output Argument must be initialized; the routine returns output through this
argument; cannot be a constant or an expression.

Input[/Output] Argument must be initialized; the routine may return output through this
argument based on other optional data the user may choose to pass to this routine; cannot
be a constant or an expression.

Input or Output Select appropriate option to define the argument as either input or output.
See individual routines for further instructions.

Output No initialization is necessary; cannot be a constant or an expression. The routine
returns output through this argument.

e  Optional Arguments: a description of the optional arguments in the order of their occurrence.
e Fortran 90 Interface: a section that describes the generic and specific interfaces to the routine.

e Fortran 77 Style Interface: an optional section, which describes Fortran 77 style interfaces, is
supplied for backwards compatibility with previous versions of the Library.

e ScalLAPACK Interface: an optional section, which describes an interface to a ScaLAPACK
based version of this routine.

e  Description: a description of the algorithm and references to detailed information. In many
cases, other IMSL routines with similar or complementary functions are noted.
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o Comments: details pertaining to code usage.

e Programming notes: an optional section that contains programming details not covered
elsewhere.

o Example: at least one application of this routine showing input and required dimension and
type statements.

e  Qutput: results from the example(s).

e Additional Examples: an optional section with additional applications of this routine showing
input and required dimension and type statements.

Naming Conventions

The names of the routines are mnemonic and unique. Most routines are available in both a single
precision and a double precision version, with names of the two versions sharing a common root.
The root name is also the generic interface name. The name of the double precision specific
version begins with a “D_.” The single precision specific version begins with an “S_”. For
example, the following pairs are precision specific names of routines in the two different
precisions: S_GQRUL/D_GQRUL (the root is “GQRUL ,” for “Gauss quadrature rule”’) and
S_RECCE/D_RECCF (the root is “RECCF,” for “recurrence coefficient”). The precision specific
names of the IMSL routines that return or accept the type complex data begin with the letter “Cc_
or “z_” for complex or double complex, respectively. Of course, the generic name can be used as
an entry point for all precisions supported.

2

When this convention is not followed the generic and specific interfaces are noted in the
documentation. For example, in the case of the BLAS and trigonometric intrinsic functions where
standard names are already established, the standard names are used as the precision specific
names. There may also be other interfaces supplied to the routine to provide for backwards
compatibility with previous versions of the IMSL Fortran Numerical Library. These alternate
interfaces are noted in the documentation when they are available.

Except when expressly stated otherwise, the names of the variables in the argument lists follow
the Fortran default type for integer and floating point. In other words, a variable whose name
begins with one of the letters “I” through “N” is of type INTEGER, and otherwise is of type REAL
or DOUBLE PRECISION, depending on the precision of the routine.

An assumed-size array with more than one dimension that is used as a Fortran argument can have
an assumed-size declarator for the last dimension only. In the MATH/LIBRARY routines, the
information about the first dimension is passed by a variable with the prefix “LD” and with the
array name as the root. For example, the argument LDA contains the leading dimension of array A.
In most cases, information about the dimensions of arrays is obtained from the array through the
use of Fortran 90’s size function. Therefore, arguments carrying this type of information are
usually defined as optional arguments.

Where appropriate, the same variable name is used consistently throughout a chapter in the
MATH/LIBRARY. For example, in the routines for random number generation, NR denotes the
number of random numbers to be generated, and R or IR denotes the array that stores the numbers.

When writing programs accessing the MATH/LIBRARY, the user should choose Fortran names
that do not conflict with names of IMSL subroutines, functions, or named common blocks. The
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careful user can avoid any conflicts with IMSL names if, in choosing names, the following rules
are observed:

¢ Do not choose a name that appears in the Alphabetical Summary of Routines, at the end of the
User’s Manual, nor one of these names preceded byaDnp, S ,D ,C ,orz .

¢ Do not choose a name consisting of more than three characters with a numeral in the second
or third position.

For further details, see the section on “Reserved Names” in the Reference Material.

Using Library Subprograms

The documentation for the routines uses the generic name and omits the prefix, and hence the
entire suite of routines for that subject is documented under the generic name.

Examples that appear in the documentation also use the generic name. To further illustrate this
principle, note the LIN SOL GEN documentation (see Chapter 1, Linear Systems), for solving
general systems of linear algebraic equations. A description is provided for just one data type.

There are four documented routines in this subject area: s 1in sol gen, d_lin sol gen,
c _lin sol gen, and z lin sol gen.

These routines constitute single-precision, double-precision, complex, and double-complex
precision versions of the code.

The Fortran 90 compiler identifies the appropriate routine. Use of a module is required with the
routines. The naming convention for modules joins the suffix “ int” to the generic routine
name. Thus, the line “use 1in sol gen int” is inserted near the top of any routine that calls
the subprogram “lin sol gen”. More inclusive modules are also available, such as

imsl libraries and numerical libraries. To avoid name conflicts, Fortran 90 permits re-
labeling names defined in modules so they do not conflict with names of routines or variables in
the user’s program. The user can also restrict access to names defined in IMSL Library modules
by use of the “: ONLY, <list of names>” qualifier.

When dealing with a complex matrix, all references to the transpose of a matrix, A", are replaced
by the adjoint matrix

AT =47 =4"
where the overstrike denotes complex conjugation. IMSL Fortran Numerical Library linear
algebra software uses this convention to conserve the utility of generic documentation for that
code subject. All references to orthogonal matrices are to be replaced by their complex
counterparts, unitary matrices. Thus, an n x n orthogonal matrix Q satisfies the
conditionQ”Q = 1,,. An n x n unitary matrix V satisfies the analogous condition for complex

matrices, V'V = I,.
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Programming Conventions

In general, the IMSL MATH/LIBRARY codes are written so that computations are not affected by
underflow, provided the system (hardware or software) places a zero value in the register. In this
case, system error messages indicating underflow should be ignored.

IMSL codes are also written to avoid overflow. A program that produces system error messages
indicating overflow should be examined for programming errors such as incorrect input data,
mismatch of argument types, or improper dimensioning.

In many cases, the documentation for a routine points out common pitfalls that can lead to failure
of the algorithm.

Library routines detect error conditions, classify them as to severity, and treat them accordingly.
This error-handling capability provides automatic protection for the user without requiring the user
to make any specific provisions for the treatment of error conditions. See the section on “User
Errors” in the Reference Material for further details.

Module Usage

Users are required to incorporate a “use” statement near the top of their program for the IMSL
routine being called when writing new code that uses this library. However, legacy code which
calls routines in the previous version of the library without the use of a “use” statement will
continue to work as before. Also, code that employed the “use numerical_libraries” statement
from the previous version of the library will continue to work properly with this version of the
library.

Users wishing to update existing programs so as to call other routines from this library should
incorporate a use statement for the specific new routine being called. (Here, the term “new
routine” implies any routine in the library, only “new” to the user’s program.) Use of the more
encompassing “imsl libraries” module in this case could result in argument mismatches for
the “old” routine(s) being called. (The compiler would catch this.)

Users wishing to update existing programs to call the new generic versions of the routines must
change their calls to the existing routines to match the new calling sequences and use either the
routine specific interface modules or the all-encompassing “ims1 libraries” module.

Using MPI Routines
Evpr Ewmer

Users of the IMSL Fortran Numerical Library benefit by having a standard (MPI) Message
Passing Interface environment. This is needed to accomplish parallel computing within parts of
the Library. Either of the icons above clues the reader when this is the case. If parallel computing
is not required, then the IMSL Library suite of dummy MPI routines can be substituted for
standard MPI routines. All requested MPI routines called by the IMSL Library are in this dummy
suite. Warning messages will appear if a code or example requires more than one process to
execute. Typically users need not be aware of the parallel codes.
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NOTE: that a standard MPI environment is not part of the IMSL Fortran Numerical Library. The
standard includes a library of MPI Fortran and C routines, MPI “include” files, usage
documentation, and other run-time utilities.

NOTE: Details on linking to the appropriate libraries are explained in the online README file of
the product distribution.

There are three situations of MPI usage in the IMSL Fortran Numerical Library:

1. There are some computations that are performed with the ‘box’ data type that benefit from the
use of parallel processing. For computations involving a single array or a single problem,
there is no IMSL use of parallel processing or MPI codes. The box type data type implies that
several problems of the same size and type are to be computed and solved. Each rack of the
box is an independent problem. This means that each problem could potentially be solved in
parallel. The default for computing a box data type calculation is that a single processor will
do all of the problems, one after the other. If this is acceptable there should be no further
concern about which version of the libraries is used for linking. If the problems are to be
solved in parallel, then the user must link with a working version of an MPI Library and the
appropriate IMSL Library. Examples demonstrating the use of box type data may be found in
Chapter 10, “Linear Algebra Operators and Generic Functions”.

NOTE: Box data type routines are marked with the MPI Capable icon.

2. Various routines in Chapter 1, “Linear Systems” allow the user to interface with the
ScaLAPACK Library routines. If the user chooses to run on only one processor then these
routines will utilize either IMSL Library code or LAPACK Library code based on the
libraries the user chooses to use during linking. If the user chooses to run on multiple
processors then working versions of MPI, ScaLAPACK, PBLAS, and Blacs will need to be
present. These routines are marked with the MPI Capable icon.

3. There are some routines or operators in the Library that require that a working MPI Library be
present in order for them to run. Examples are the large-scale parallel solvers and the
ScaLAPACK utilities. Routines of this type are marked with the MPI Required icon. For
these routines, the user must link with a working version of an MPI Library and the
appropriate IMSL Library.

In all cases described above it is the user’s responsibility to supply working versions of the
aforementioned third party libraries when those libraries are required.

Table A below lists the chapters and IMSL routines calling MPI routines or the replacement non-
parallel package.

Chapter Name and Number Routine with MPI Utilized

Linear Systems, |

PARALLEL NONNEGATIVE LSQ

Linear Systems, |

PARALLEL BOUNDED LSQ

Linear Systems, 1

Those routines which utilize ScaLAPACK
listed in Table D below.
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Chapter Name and Number

Routine with MPI Utilized

Linear Algebra and Generic Functions, 10

See entire following
Table B.1 — Defined Operators and Generic Functions

Utilities, 11

ScaLAPACK_SETUP

Utilities, 11

ScaLAPACK GETDIM

Utilities, 11

ScaLAPACK READ

Utilities, 11

ScaLAPACK WRITE

Utilities, 11

ScaLAPACK MAP

Utilities, 11

ScaLAPACK UNMAP

Utilities, 11

ScaLAPACK EXIT

Reference Material

Entire Error Processor Package for IMSL
Library, if MPI is utilized

Table A - IMSL Routines Calling MPI Routines or Replacement Non-Parallel Package

Programming Tips

Each subject routine called or otherwise referenced requires the “use’

>

statement for an interface

block designed for that subject routine. The contents of this interface block are the interfaces to the
separate routines available for that subject. Packaged descriptive names for option numbers that
modify documented optional data or internal parameters might also be provided in the interface
block. Although this seems like an additional complication, many errors are avoided at an early
stage in development through the use of these interface blocks. The “use” statement is required
for each routine called in the user’s program. As illustrated in Examples 3 and 4 in routine

lin geig gen, the “use” statement is required for defining the secondary option flags.

The function subprogram for s NaN () or d_NaN () does not require an interface block because it
has only a single “required” dummy argument. Also, if one is only using the Fortran 77 interfaces
supplied for backwards compatibility then the “use” statements are not required.

Optional Subprogram Arguments

IMSL Fortran Numerical Library routines have required arguments and may have optional
arguments. All arguments are documented for each routine. For example, consider the routine
lin_sol gen that solves the linear algebraic matrix equation Ax = b. The required arguments are
three rank-2 Fortran 90 arrays: 4, b, and x. The input data for the problem are the 4 and b arrays;
the solution output is the x array. Often there are other arguments for this linear solver that are
closely connected with the computation but are not as compelling as the primary problem. The

inverse matrix 4~ may be needed as part of a larger application. To output this parameter, use the
optional argument given by the “ainv=" keyword. The rank-2 output array argument used on the
right-hand side of the equal sign contains the inverse matrix. See Example 2 in Chapter 1, “Linear
Systems” of LIN SOL_GEN for an example of computing the inverse matrix.

For compatibility with previous versions of the IMSL Libraries, the NUMERICAL LIBRARIES
interface module includes backwards-compatible positional argument interfaces to all routines that
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existed in the Fortran 77 version of the Library. Note that it is not necessary to include “use”
statements when calling these routines by themselves. Existing programs that called these
routines will continue to work in the same manner as before.

Some of the primary routines have arguments “epack="and “iopt=". As noted the “epack="
argument is of derived type s_error or d_error. The prefix “s ” or “d_” is chosen
depending on the precision of the data type for that routine. These optional arguments are part of
the interface to certain routines, and are used to modify internal algorithm choices or other

parameters.

ER)

Optional Data

This additional optional argument (available for some routines) is further distinguished—a derived
type array that contains a number of parameters to modify the internal algorithm of a routine. This
derived type has the name ? options, where “? 7 iseither “s " or “d_”. The choice depends
on the precision of the data type. The declaration of this derived type is packaged within the
modules for these codes.

The definition of the derived types is:
type ?_ options
integer idummy; real (kind(?)) rdummy
end type

2 2

where the “? " is either “s ” or “d_”, and the kind value matches the desired data type
indicated by the choice of “s” or “d”.

Example 3 in Chapter 1, “Linear Systems” of LIN SOL GEN illustrates the use of iterative
refinement to compute a double-precision solution based on a single-precision factorization of the
matrix. This is communicated to the routine using an optional argument with optional data. For
efficiency of iterative refinement, perform the factorization step once, and then save the factored
matrix in the array 4 and the pivoting information in the rank-1 integer array, ipivots. By
default, the factorization is normally discarded. To enable the routine to be re-entered with a
previously computed factorization of the matrix, optional data are used as array entries in the
“iopt="" optional argument. The packaging of LIN SOL GEN includes the definitions of the self-
documenting integer parameters 1in sol gen save LU and lin sol gen solve A. These
parameters have the values 2 and 3, but the programmer usually does not need to be aware of it.
The following rules apply to the “iopt=iopt” optional argument:

1. Define a relative index, for example 10, for placing option numbers and data into the
array argument iopt. Initially, set 10 = 1. Before a call to the IMSL Library routine,
follow Steps 2 through 4.

2. The data structure for the optional data array has the following form:
iopt (I0) =2 options (Option_number, Optional data)

[iopt (10 + 1) =2 options (Option_number, Optional data)]

The length of the data set is specified by the documentation for an individual routine. (The
Optional_data is output in some cases and may not be used in other cases.) The square

braces [. . .] denote optional items.

lustration: Example 3 in Chapter 2, “Singular Value and Eigenvalue Decomposition” of
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LIN EIG_SELF, anew definition for a small diagonal term is passed to LIN SOL_SELF.
There is one line of code required for the change and the new tolerance:

iopt (1) = d options(d lin sol self set small,
epsilon(one) *abs (d(i)))

3. The internal processing of option numbers stops when Option _number == 0 or when
10 > SIzE(iopt). This signals each routine having this optional argument that all desired
changes to default values of internal parameters have been made. This implies that the last
option number is the value zero or the value of STZE (iopt) matches the last optional
value changed.

4. To add more options, replace 10 with 10 + n, where n is the number of items required for
the previous option. Go to Step 2.

Option numbers can be written in any order, and any selected set of options can be changed from
the defaults. They may be repeated. Example 3 in Chapter 1, “Linear Solvers” of LIN SOL SELF
uses three and then four option numbers for purposes of computing an eigenvector associated with
a known eigenvalue.

Overloaded =, /=, etc., for Derived Types

To assist users in writing compact and readable code, the IMSL Fortran Numerical Library
provides overloaded assignment and logical operations for the derived types s _options,
d_options, s _error, and d_error. Each of these derived types has an individual record
consisting of an integer and a floating-point number. The components of the derived types, in all
cases, are named idummy followed by rdummy. In many cases, the item referenced is the
component idummy. This integer value can be used exactly as any integer by use of the
component selector character (%). Thus, a program could assign a value and test after calling
a routine:

s_epack(1)%idummy = O

call lin_sol_gen(A,b,x,epack=s_epack)

it (s_epack(1)%idummy > 0) call error_post(s_epack)

Using the overloaded assignment and logical operations, this code fragment can be written in the
equivalent and more readable form:

s _epack(1) =0

call lin_sol_gen(A,b,x,epack=s_epack)

if (s_epack(l) > 0) call error_post(s_epack)

Generally the assignments and logical operations refer only to component idummy. The
assignment “s_epack (1)=0" is equivalent to “s_epack (1)=s_error (0, 0E0)”. Thus, the
floating-point component rdummy is assigned the value 0E0. The assignment statement

“I=s epack(1)”, for I an integer type, is equivalent to “I=s epack (1) $idummy”. The value
of component rdummy is ignored in this assignment. For the logical operators, a single element of
any of the IMSL Fortran Numerical Library derived types can be in either the first or second
operand.

Derived Type | Overloaded Assignments and Tests

s_options I=s options(l);s options(1l)=I

Il

Il I
S~
Il 1

s_options I=d options(l);d options(1l)=I
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Derived Type | Overloaded Assignments and Tests

d epack I=s epack(l);s epack(l)=I = = /= < <= > >S=
d epack I=d epack(l);d epack(l)=I = = /= < <= > >S=
In the examples, operator ex01, ..., ex37, the overloaded assignments and tests have been

used whenever they improve the readability of the code.

Error Handling
EmPl

The routines in the IMSL MATH/LIBRARY attempt to detect and report errors and invalid input.
Errors are classified and are assigned a code number. By default, errors of moderate or worse
severity result in messages being automatically printed by the routine. Moreover, errors of worse
severity cause program execution to stop. The severity level and the general nature of the error are
designated by an “error type” ranging from 0 to 5. An error type 0 is no error; types 1 through 5
are progressively more severe. In most cases, you need not be concerned with our method of
handling errors. For those interested, a complete description of the error-handling system is given
in the Reference Material, which also describes how you can change the default actions and access
the error code numbers.

A separate error handler is provided to allow users to handle errors of differing types being
reported from several nodes without danger of “jumbling” or mixing error messages. The design
of this error handler is described more fully in Hanson (1992). The primary feature of the design is
the use of a separate array for each parallel call to a routine. This allows the user to summarize
errors using the routine error post in a non-parallel part of an application. For a more detailed
discussion of the use of this error handler in applications which use MPI for distributed
computing, see the Reference Material.

Printing Results

Most of the routines in the IMSL MATH/LIBRARY (except the line printer routines and special
utility routines) do not print any of the results. The output is returned in Fortran variables, and you
can print these yourself. See Chapter 11, “Utilities,” for detailed descriptions of these routines.

A commonly used routine in the examples is the IMSL routine UMACH (see the Reference Material),
which retrieves the Fortran device unit number for printing the results. Because this routine obtains
device unit numbers, it can be used to redirect the input or output. The section on “Machine-
Dependent Constants” in the Reference Material contains a description of the routine UMACH.
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Fortran 90 Constructs

EMp1

The IMSL Fortran Numerical Library contains routines which take advantage of Fortran 90
language constructs, including Fortran 90 array data types. One feature of the design is that the
default use may be as simple as the problem statement. Complicated, professional-quality
mathematical software is hidden from the casual or beginning user.

In addition, high-level operators and functions are provided in the Library. They are described in
Chapter 10, “Linear Algebra Operators and Generic Functions”.

Shared-Memory Multiprocessors and
Thread Safety

The IMSL Fortran Numerical Library allows users to leverage the high-performance technology of
shared memory parallelism (SMP) when their environment supports it. Support for SMP systems
within the IMSL Library is delivered through various means, depending upon the availability of
technologies such as OpenMP, high performance LAPACK and BLAS, and hardware-specific
IMSL algorithms. Use of the IMSL Fortran Numerical Library on SMP systems can be achieved
by using the appropriate link environment variable when building your application. Details on

the available link environment variables for your installation of the IMSL Fortran Numerical
Library can be found in the online README file of the product distribution.

The IMSL Fortran Numerical Library is thread-safe in those environments that support OpenMP
2.0. This was achieved by using OpenMP directives that define global variables located in the
code so they are private to the individual threads. Thread safety allows users to create instances of
routines running on multiple threads and to include any routine in the IMSL Fortran Numerical
Library in these threads.

Using Operators and Generic Functions

For users who are primarily interested in easy-to-use software for numerical linear algebra, see
Chapter 10, “Linear Algebra Operators and Generic Functions”. This compact notation for
writing Fortran 90 programs, when it applies, results in code that is easier to read and maintain
than traditional subprogram usage.

Users may begin their code development using operators and generic functions. If a more efficient
executable code is required, a user may need to switch to equivalent subroutine calls using IMSL
Fortran Numerical Library routines.

Table B contain lists of the defined operators and some of their generic functions.
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Defined Array Operation Matrix Operation

A .x. B AB

i. A A7

.t. A, .h. A AT A

A .ix. B A7'B

B .xi. A BA™!

A .tx. Byor (.t. A) .x. B ATB,A'B
A .hx. B,or (.h. A) .x. B

B .xt. A,orB .x. (.t. A) BAT,BA"
B .xh. A,orB .x. (.h. A)

S=SVD (A [,U=U, V=V]) A=UsyT

E=EIG(A [[,B=B, D=D], V=V, W=W]) (AV = VE), AVD = BVE, (AW = WE), AWD = BWE

R=CHOL (2) A=RTR

Q=ORTH (A [,R=R]) (4=0R),0"'0=1
U=UNIT (2) [y ]=[a) /|ai]}. ]
F=DET (A) det(A) = determinant
K=RANK (A) rank(A) = rank

P=NORM (A[, [type=]i])

p =4l = max, (Z|aij J
i=1
p=llAl, = s, = largest singular value

n
pP= "A"oo(—)hugv(l) = max, (Z|a[j j

Jj=1

C=COND () ||A’1||||A||
7=EYE (N) Z=1y
A=DIAG (X) A=diag(x,,...)

X=DIAGONALS (A) x:(a“ )
yeos

W=FFT (Z); Z=IFFT (W) Discrete Fourier Transform, Inverse
A=RAND (A7) random numbers, 0 <4 <1
L=isNaN (3) test for NaN, if (1) then...

Table B.1 — Defined Operators and Generic Functions for Dense Arrays

Defined Operation Matrix Operation
Data Management Define entries of sparse matrices
A .x. B AB
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Defined Operation Matrix Operation
.t. A, .h. A AT,A*

A .ix. B A7'B

B .xi. A BA™!

A .tx. B,or (.t. A) .x. B ATB,A'B

A .hx. B,or (.h. A) .x. B

B .xt. A,orB .x. (.t. A) BAT BA"

B .xh. A,orB .x. (.h. A)

A+B Sum of two sparse matrices
C=COND (A) ||A—1||||A||

Table B.2 — Defined Operators and Generic Functions for Harwell-Boeing Sparse Matrices

Using ScaLAPACK, LAPACK, LINPACK, and
EISPACK

Many of the codes in the IMSL Library are based on LINPACK, Dongarra et al. (1979), and
EISPACK, Smith et al. (1976), collections of subroutines designed in the 1970s and early 1980s.
LAPACK, Anderson et al. (1999), was designed to make the linear solvers and eigensystem
routines run more efficiently on high performance computers. For a number of IMSL routines, the
user of the IMSL Fortran Numerical Library has the option of linking to code which is based on
either the legacy routines or the more efficient LAPACK routines.

Table C below lists the IMSL routines that make use of LAPACK codes. The intent is to obtain
improved performance for IMSL codes by using LAPACK codes that have good performance by
virtue of using BLAS with good performance. To obtain improved performance we recommend
linking with High Performance versions of LAPACK and BLAS, if available. The LAPACK,
codes are listed where they are used. Details on linking to the appropriate IMSL Library and
alternate libraries for LAPACK and BLAS are explained in the online README file of the
product distribution.

Generic Name LAPACK Routines

of used when Linking with High
IMSL Routine Performance Libraries
LSARG ?GERFS, ?GETRF, ?GECON, ?=S5/D
LSLRG ?GETRF, ?GETRS, ?=S/D
LFCRG ?GETRF, ?GECON, ?=S/D
LFTRG ?GETRF, ?=S/D
LFSRG ?GETRS, ?=S/D
LFIRG ?GETRS, 2=S/D
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Generic Name LAPACK Routines

of used when Linking with High
IMSL Routine Performance Libraries
LINRG ?GETRF, ?GETRI ?=S/D
LSACG ?GETRF, GETRS, ?GECON, ?=C/Z
LSLCG ?GETRF, ?GETRS, ?=C/Z
LFCCG ?GETRF, ?GECON, ?=C/Z
LFTCG ?GETRF, ?2C/7Z
LFSCG ?GETRS, 2C/Z
LFICG ?GERFS, ?GETRS, ?=C/Z
LINCG ?GETRF, ?GETRI, ?=C/Z
LSLRT ?TRTRS, ?=S/D
LFCRT ?TRCON, ?2=S/D
LSLCT ?TRTRS, ?=C/Z
LFCCT ?TRCON, ?=C/Z
LSADS ?PORFS, ?POTRS, ?=S/D
LSLDS ?POTRF, ?POTRS, ?2=S/D
LFCDS ?POTRF, ?POCON, ?2=S/D
LFTDS ?POTRF, ?-S/D
LFSDS ?POTRS, ?-S/D
LFIDS ?PORFS, ?POTRS, ?=S/D
LINDS ?POTRF, ?=S/D
LSASF ?SYRFS, ?SYTRF, ?SYTRS, ?2=S/D
LSLSF ?SYTRF, ?SYTRS, ?=S/D
LFCSF ?SYTRF, ?SYCON, ?=S/D
LFTSF ?SYTRF, ?2=S/D
LFSSF ?SYTRF, ?2=S/D
LFISF ?SYRFS, ?2=S/D
LSADH ?POCON, ?POTRF, ?POTRS, ?=C/Z
LSLDH ?TRTRS, ?POTRF, ?=C/Z
LFCDH ?POTRF, ?POCON, ?=C/Z
LFTDH ?POTRFE, ?=C/%Z
LFSDH ?TRTRS, ?=C/Z
LFIDH ?PORFS, ?POTRS, ?=C/Z
LSAHF ?HECON, ?HERFS, ?HETRF, ?HETRS, ?=C/Z
LSLHF ?HECON, ?HETRF, ?HETRS, ?=C/Z
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Generic Name LAPACK Routines
of used when Linking with High

IMSL Routine Performance Libraries

LFCHF ?HETRFE, ?HECON, ?=C/Z

LFTHF ?HETRF, ?=C/Z

LFSHF ?HETRS, ?2=C/Z

LFIHF ?HERFS, ?HETRS, ?=C/Z

LSARB ?GBTRF, ?GBTRS, ?GBRFS ?=S/D

LSLRB ?GBTRF, ?GBTRS, ?=S/D

LFCRB ?GBTRF, ?GBCON, °?=S/D

LFTRB ?GBTRF, ?=S/D

LFSRB ?GBTRS, ?=S/D

LFIRB ?GBTRS, ?GBRFS, ?2=S/D

LSQRR ?GEQP3, ?GEQRF, ?0RMQR, ?TRTRS. ?=S/D

LQORRV ?GEQP3, ?GEQRF, ?0RMQR, ?=S/D

LSBRR ?GEQRF, ?=S/D

LORRR ?GEQRF, ?2=S/D

LSVRR ?GESVD, ?2-S/D

LSVCR ?GESVD, ?=C/Z

LSGRR ?GESVD, ?=S/D

LORSL ?TRTRS, ?0RMQR, ?2=S/D

LQERR ?0RGQR, ?2=S/D

EVLRG ?GEBAL, ?GEHRD, ?HSEQR ?=S/D

EVCRG ?GEEVX, ?=S/D

EVLCG ?HSEQR, ?GEBAL, °?GEHRD, ?=C/7Z

EVCCG ?GEEV, ?2=C/Z

EVLSF ?SYEV, ?=S/D

EVCSF ?SYEV, ?=S/D

EVLHF ?HEEV, ?2=C/Z

EVCHF ?HEEV, ?=C/Z

GVLRG ?GEQRF, ?0RMQR, ?GGHRD, ?HGEQZ, ?=S/D

GVCRG ?GEQRF, ?0RMQR, °?GGHRD, °?HGEQZ,
?TGEVC, ?=S/D

GVLCG ?GEQRF, ?2UMMQR, ?GGHRD, ?HGEQZ,?=C/Z

GVCCG ?GEQRF, ?UMMQR, ?GGHRD,

?HGEQZ, ?TGEVC, ?=C/2
GCLSP ?SYGV, ?=S/D
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Generic Name LAPACK Routines

of used when Linking with High
IMSL Routine Performance Libraries
GCCSP ?SYGV, ?=S/D

Table C — IMSL Routines and LAPACK Routines Utilized Within

ScaLAPACK, Blackford et al. (1997), includes a subset of LAPACK codes redesigned for use on
distributed memory MIMD parallel computers. A number of IMSL Library routines make use of a
subset of the ScaLAPACK library.

Table D below lists the IMSL routines that make use of ScaLAPACK codes. The intent is to
provide access to the ScaLAPACK codes through the familiar IMSL routine interface. The IMSL
routines that utilize ScaLAPACK codes have a ScaLAPACK Interface documented in addition to
the FORTRAN 90 Interface. Like the LAPACK codes, access to the ScaLAPACK codes is made
by linking to the appropriate library. Details on linking to the appropriate IMSL Library and
alternate libraries for ScaLAPACK and BLAS are explained in the online README file of the
product distribution.

Generic Name ScaLAPACK Routines

of used when Linking with High Performance
IMSL Routine Libraries
LSARG P?GERFS, P?GETRF, P?GETRS, ?=S/D
LSLRG P?GETRF, P?GETRS, ?=S/D
LFCRG P?GETRF, P?GECON, ?=S/D
LFTRG P?GETRF, ?=S/D
LFSRG P?GETRS, ?=S/D
LFIRG P?GETRS, P?GERFS, ?=S/D
LINRG P?GETRF, P?GETRI ?=S/D
LSACG P?GETRF, P?GETRS, P?GERFS, ?=C/Z
LSLCG P?GETRF, P?GETRS, ?=C/Z
LFCCG P?GETRF, P?GECON, ?=C/Z
LFTCG P?GETRF, ?C/Z
LFSCG P?GETRS, ?2C/Z
LFICG P?GERFS, P?GETRS, ?=C/Z
LINCG P?GETRF, P?GETRI, ?=C/Z
LSLRT P?TRTRS, ?=S/D
LFCRT P?TRCON, ?=S/D
LSLCT P?TRTRS, ?=C/Z
LFCCT P?TRCON, ?=C/Z
LSADS P?PORFS, P?POTRF, P?POTRS, ?=S/D
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Generic Name ScaLAPACK Routines

of used when Linking with High Performance
IMSL Routine Libraries
LSLDS P?POTRF, P?POTRS, ?=S/D
LFCDS P?POTRF, P?POCON, ?=S/D
LFTDS P?POTRF, ?-S/D
LFSDS P?POTRS, ?-S/D
LFIDS P?PORFS, P?POTRS, ?=S/D
LINDS P?GETRF, P?GETRI, ?=S/D
LSADH P?POTRF, P?PORFS, P?POTRS, ?=C/Z
LSLDH P?POTRS, P?POTRF, ?=C/Z
LFCDH P?POTRF, P?POCON, ?=C/Z
LFTDH P?POTRF, ?=C/Z
LFSDH P?POTRS, ?=C/Z
LFIDH P?PORFS, P?POTRS, ?=C/Z
LSLRB P?GBTRF, P?GBTRS, ?=S/D
LSQRR P?GEQPF, P?GEQRF, P?0RMQR, P?TRTRS, ?=S/D
LQRRV P?TRTRS, P?GEQRF, P?0RMQR, ?=S/D
LORRR P?GEQRF, P?GEQPF, P?0RMQR, ?=S/D
LSVRR P?GESVD, ?-S/D
LSGRR P?GESVD, ?=S/D
LORSL P?TRTRS, P?0RMQR, ?=S/D
LQERR P?0RGQR, ?=S/D

Table D — IMSL Routines and ScaLAPACK Routines Utilized Within

Using ScaLAPACK Enhanced Routines

Emrr

General Remarks

Use of the ScaLAPACK enhanced routines allows a user to solve large linear systems of algebraic
equations at a performance level that might not be achievable on one computer by performing the
work in parallel across multiple computers. One might also use these routines on linear systems
that prove to be too large for the address space of the target computer. Visual Numerics has tried
to facilitate the use of parallel computing in these situations by providing interfaces to
ScaLAPACK routines which accomplish the task. The IMSL Library solver interface has the same
look and feel whether one is using the routine on a single computer or across multiple computers.
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The basic steps required to utilize the IMSL routines which interface with ScaLAPACK routines
are:

Initialize MPI

Initialize the processor grid

Define any necessary array descriptors

Allocate space for the local arrays

Set up local matrices across the processor grid

Call the IMSL routine which interfaces with ScaLAPACK
Gather the results from across the processor grid

X NN =

Release the processor grid
Exit MPI

e

Utilities are provided in the IMSL Library that facilitate these steps for the user. Each of these
utilities is documented in Chapter 11, “Utilities”. We visit the steps briefly here:

1. Initialize MPI

The user should call MP_SETUP () at this step. This function is described in detail in

“Getting Started with Modules MPI setup int and MPI node_ int ” in Chapter 10, Linear
Algebra Operators and Generic Functions of this manual. For ScaLAPACK usage, suffice it to say
that following a call to the function MP_SETUP (), the module MPI node int will contain
information about the number of processors, the rank of a processor, and the communicator for the
application. A call to this function will return the number of processors available to the program.
Since the module MPI node int isused by MPI setup_ int, it is not necessary to explicitly
use the module MPI node int. If MP_SETUP () is not called, then the program will compute
entirely on one node. No routine from MPI will be called.

2. Initialize the processor grid

SCALAPACK_SETUP (see Chapter 11, “Utilities”) is called at this step. This call will set up the
processor grid for the user, define the context ID variable, MP_1CTXT, for the processor grid, and
place MP_ICTXT into the module GRIDINFO INT. Use of SCALAPACK SUPPORT will make the
information in MPI_NODE_INT and GRIDINFO_INT available to the user’s program.

3. Define any necessary array descriptors

Consider the generic matrix A which is to be carved up and distributed across the processors in the
processor grid. In ScaLAPACK parlance, we refer to A as being the “global” array A which is to
be distributed across the processor grid in 2D block cyclic fashion (Chapter 11, “Utilities”). Each
processor in the grid will then have access to a subset of the global array A. We refer to the subset
array to which the individual processor has access as the “local” array A0. Just as it is sometimes
necessary for a program to be aware of the leading dimension of the global array 2, it is also
necessary for the program to be aware of other critical information about the local array A0. This
information can be obtained by calling the IMSL utility SCALAPACK_GETDIM

(Chapter 11, “Utilities”). ScaLAPACK Library utility DESCINIT (See the Usage Notes section of
Chapter 11, “Utilities” ) is then used to store this information in a vector.
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4. Allocate space for the local arrays

The array dimensions, obtained in the previous step, are used at this point to allocate space for any
local arrays that will be used in the call to the IMSL routine.

5. Set up local matrices across the processor grid

If the matrices to be used by the solvers have not been distributed across the processor grid, IMSL
provides utility routines SCALAPACK_READ and SCALAPACK MAP to help in the distribution of
global arrays across processors. SCALAPACK READ will read data from a file while
SCALAPACK_MAP will map a global array to the processor grid. Users may choose to distribute the
arrays themselves as long as they distribute the arrays in 2D block cyclic fashion consistent with
the array descriptors that have been defined.

6. Call the IMSL routine which interfaces with ScaLAPACK

The IMSL routines which interface with ScaLAPACK are listed in Table D.

7. Gather the results from across the processor grid

IMSL provides utility routines SCALAPACK WRITE and SCALAPACK UNMAP to help in the
gathering of results from across processors to a global array or file. SCALAPACK WRITE will write
data to a file while SCALAPACK UNMAP will map local arrays from the processor grid to a global
array.

8. Release the processor grid

This is accomplished by a call to SCALAPACK EXIT.

9. Exit MPI

A call to MP_SETUP with the argument ‘FINAL’ will shut down MPI and set the value of
MP_NPROCS = 0. This flags that MPI has been initialized and terminated. It cannot be initialized
again in the same program unit execution. No MPI routine is defined when MP NPROCS has this
value.
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Chapter 1: Linear Systems

Routines

1.1. Linear Solvers

1.1.1 Solves a general system of linear equations

AX T D LIN_SOL_GEN 9
1.1.2 Solves a system of linear equations Ax = b, where A is a self-adjoint

R8T L1 PR RR LIN_SOL_SELF 17
1.1.3 Solves a rectangular system of linear equations Ax = b,

in a least-squUAares SENSE ........cccvvveevieeeeeisciiiieeeeeenn LIN_SOL_LSQ 27
1.1.4 Solves a rectangular least-squares system of linear equations

AXx = b using singular value decomposition............ LIN_SOL_SVD 36
1.1.5 Solves multiple systems of linear equations............ LIN_SOL_TRI 44
1.1.6 Computes the singular value decomposition (SVD)

of a rectangular matrixX, A.......ccoeeeieiiiiiiiie e, LIN_SVD 57
1.2. Large-Scale Parallel Solvers
1.2.1 Parallel Constrained Least-Squares SOIVErS .........ccccceeeviiiiereennne 66
1.2.2 Solves a linear, non-negative constrained least-squares

SYSEM.ciiiiiiiiiieiee e PARALLEL_NONNEGATIVE_LSQ 66
1.2.3 Solves a linear least-squares system with bounds on

the unknowns.........ccccccvveviieneeeee, PARALLEL_BOUNDED_LSQ 74
1.3. Solution of Linear Systems, Matrix Inversion, and Q Determinant

Evaluation
1.3.1 Real General Matrices

High accuracy linear system solution ............cccccccvvvveeeeenn. LSARG 82

Solves a linear SYStemM ........coocvviiiiiiiieirieee e LSLRG 87

Factors and computes condition number ............ccccceevinneen. LFCRG 93

= T 0] £ LFTRG 98

Solves after factoring .........oocuveiiiiiii i LFSRG 103

High accuracy linear system solution after factoring............ LFIRG 107
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Computes determinant after factoring..........cccccovevveeeiinnees. LFDRG 113

VIS - LINRG 114
1.3.2 Complex General Matrices
High accuracy linear system solution............cccccceeevvvinvnneen. LSACG 118
Solves a linear SYSteM ........cevvvieiiiiieeeee e LSLCG 123
Factors and computes condition number................cccvvveeee. LFCCG 127
FaCtOrS. ..o LFTCG 133
Solves a linear system after factoring ..........cccccovcveeeevinnenn. LFSCG 138
High accuracy linear system solution after factoring............. LFICG 142
Computes determinant after factoring.............ccccccceeeeennnis LFDCG 148
VIS - LINCG 149
1.3.3 Real Triangular Matrices
Solves a linear SYSteM ........cevvvieiiiiieeee e LSLRT 154
Computes condition NUMDET ..........cvvveeveeeeiiiiceeee e LFCRT 157
Computes determinant after factoring...........ccccovcvveveiniinnnn. LFDRT 161
IV BIES Lr LINRT 163
1.3.4 Complex Triangular Matrices
Solves a linear SYStem ........cceviieiiiiiiiiiiieece e LSLCT 164
Computes condition NUMDET ..........ccvvveeiieeeiiiceee e, LFCCT 168
Computes determinant after factoring............ccccccevveeevviinnns LFDCT 172
VIS .. LINCT 174
1.3.5 Real Positive Definite Matrices
High accuracy linear system solution............ccccccoevviiiiinneen. LSADS 176
Solves a linear SYStem ........ccevvveeiiiiiiiiieeee e LSLDS 180
Factors and computes condition number............ccccceeeunneee. LFCDS 185
FaCIOrS. ..o LFTDS 190
Solve a linear system after factoring...........ccccevveeveeeeeiiicnns LFSDS 194
High accuracy linear system solution after factoring............. LFIDS 199
Computes determinant after factoring............ccccccevveeeviiinnns LFDDS 204
IV TS - LINDS 205
1.3.6 Real Symmetric Matrices
High accuracy linear system solution...........cccccceeeeviviivnnnnn. LSASF 209
Solves a linear SYStem ........cevvvieeiiiiiiiiieeee e LSLSF 212
Factors and computes condition number............c.ccceeeunneee. LFCSF 214
FACIOIS. .. LFTSF 217
Solves a linear system after factoring ...........cccccccvveeerviinnns LFSSF 219
High accuracy linear system solution after factoring.............. LFISF 221
Computes determinant after factoring...........ccccovcvvveeiniinenn. LFDSF 224
1.3.7 Complex Hermitian Positive Definite Matrices
High accuracy linear system solution............cccccceeeevvinnnnen. LSADH 226
Solves a linear SYStem ........cevvveeiiiiiiiiiiieece e LSLDH 231
Factors and computes condition number...............ccccvveeeee. LFCDH 236
FACIOIS. ..o LFTDH 241
Solves a linear system after factoring ...........cccccceveeeeviiinnns LFSDH 246
High accuracy linear system solution after factoring............. LFIDH 251
Computes determinant after factoring..........cccccovcvveeeiinnnes. LFDDH 256
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1.3.8 Complex Hermitian Matrices

High accuracy linear system solution ............ccocccuviieeeeeennn. LSAHF 258
Solves a linear SYStem ..o LSLHF 261
Factors and computes condition number ............cccccceeeene LFCHF 263
FACTONS ..ottt LFTHF 266
Solves a linear system after factoring........ccccccceeveecvvvieenennnn. LFSHF 269
High accuracy linear system solution after factoring............. LFIHF 271
Computes determinant after factoring ...........cccccccvvvveveeeenn. LFDHF 274
1.3.9 Real Band Matrices in Band Storage
Solves a tridiagonal SYStem .........cccooiiiiiiiiiiiiieeeiiieeeeaen LSLTR 275
Solves a tridiagonal system: Cyclic Reduction..................... LSLCR 277
High accuracy linear system solution ............cocccvviieeeeeennn. LSARB 280
Solves a linear SyStem........cccccvviieiiie e LSLRB 282
Factors and compute condition number .............ccccceeeees LFCRB 287
FACTONS ..ttt LFTRB 290
Solves a linear system after factoring.......cccccccoveccvvvvveneeennnn. LFSRB 293
High accuracy linear system solution after factoring............. LFIRB 295
Computes determinant after factoring ...........cccoeccvvvveveeeenn. LFDRB 298
1.3.10 Real Band Symmetric Positive Definite Matrices in Band Storage
High accuracy linear system solution .............cccccccvvveeeeeeenn. LSAQS 300
Solves a linear System........ccccvvveeiie i LSLQS 303
Solves a linear SyStem........cccccvvieeiii e LSLPB 305
Factors and computes condition number ...........cccccceeeeeenns LFCQS 308
[ 101 (0] = RPN LFTQS 311
Solves a linear system after factoring.......cccccccoeeccvvvvveneeeennn. LFSQS 313
High accuracy linear system solution after factoring ............. LFIQS 315
Computes determinant after factoring ...........ccoeccvvveeeneeenn. LFDQS 318
1.3.11 Complex Band Matrices in Band Storage
Solves a tridiagonal SYStemM ........ccccevviiiiiiiieieee e, LSLTQ 319
Solves a tridiagonal system: Cyclic Reduction.................... LSLCQ 321
High accuracy linear system solution ............ccccccvvvvveeeeenn. LSACB 324
Solves a linear SYSteM........ooccvvieeeiii e LSLCB 327
Factors and computes condition number ...........cccccceeeeennns LFCCB 330
= (o1 (0] £ LFTCB 333
Solves a linear system after factoring............ccccceeveieeennnnen. LFSCB 336
High accuracy linear system solution after factoring ............. LFICB 338
Computes determinant after factoring ...........ccocccvvveeeeeeennn. LFDCB 342
1.3.12 Complex Band Positive Definite Matrices in Band Storage
High accuracy linear system solution .............ccccccvvvvveneeeenn. LSAQH 344
Solves a linear SYSteM.......cccuvviiieiie e LSLQH 346
Solves a linear SYStem........coocvveiiiiiiieii e LSLQB 349
Factors and compute condition number ............ccccccceeeeeens LFCQH 352
= T 0] £ LFTQH 355
Solves a linear system after factoring........c.cccoeeecvivieeeneennnn. LFSQH 358
High accuracy linear system solution after factoring............ LFIQH 360
Computes determinant after factoring ...........cccocccvvveeeeeeennn. LFDQH 362
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1.3.13

1.3.14

1.3.15

1.3.16

1.3.17

1.3.18

1.3.19

1.3.20

1.4.
14.1

1.4.2

1.4.3

Real Sparse Linear Equation Solvers

Solves a sparse linear system .........ccccceeeiiiiiiiiiiiie s LSLXG
FaCIOrS. ... LFTXG
Solves a linear system after factoring ...........ccoccccveeeennniinns LFSXG
Complex Sparse Linear Equation Solvers

Solves a sparse linear system .......ccccccvveeeivicciiieeeeee s LSLZG
FaCtOrS. ..o LFTZG
Solves a linear system after factoring ...........ccccoecvvvveiniinenn. LFSZG
Real Sparse Symmetric Positive Definite Linear Equation Solvers
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Usage Notes

Section 1.1 describes routines for solving systems of linear algebraic equations by direct matrix
factorization methods, for computing only the matrix factorizations, and for computing linear
least-squares solutions.

Section 1.2 describes routines for solving systems of parallel constrained least-squares.

Many of the routines described in sections 1.3 and 1.4 are for matrices with special properties or
structure. Computer time and storage requirements for solving systems with coefficient matrices
of these types can often be drastically reduced, using the appropriate routine, compared with using
a routine for solving a general complex system.

The appropriate matrix property and corresponding routine can be located in the “Routines”
section. Many of the linear equation solver routines in this chapter are derived from subroutines
from LINPACK, Dongarra et al. (1979). Other routines have been developed by Visual Numerics,
derived from draft versions of LAPACK subprograms, Bischof et al. (1988), or were obtained
from alternate sources.

A system of linear equations is represented by Ax = b where A4 is the n x n coefficient data matrix,
b is the known right-hand-side n-vector, and x is the unknown or solution n-vector. Figure 1-1
summarizes the relationships among the subroutines. Routine names are in boxes and input/output
data are in ovals. The suffix ** in the subroutine names depend on the matrix type. For example,
to compute the determinant of 4 use LFC** or LET** followed by LED**.

The paths using LSA** or LFI** use iterative refinement for a more accurate solution. The path
using LSA* * is the same as using LFC** followed by LF1**. The path using L.SL** is the same as
the path using L.FC** followed by LFS**. The matrix inversion routines LIN* * are available only
for certain matrix types.

Matrix Types

The two letter codes for the form of coefficient matrix, indicated by ** in Figure 1-1, are as

follows:
RG Real general (square) matrix.
CG Complex general (square) matrix.
TR or CR Real tridiagonal matrix.
RB Real band matrix.
TQ or CQ Complex tridiagonal matrix.
CB Complex band matrix.
SF Real symmetric matrix stored in the upper half of a square matrix.
DS Real symmetric positive definite matrix stored in the upper half of a square matrix.
DH Complex Hermitian positive definite matrix stored in the upper half of a complex
square matrix.
HF Complex Hermitian matrix stored in the upper half of a complex square matrix.
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QS or PB Real symmetric positive definite band matrix.

QH or OB Complex Hermitian positive definite band matrix.
XG Real general sparse matrix.

z2G Complex general sparse matrix.

XD Real symmetric positive definite sparse matrix.

ZD Complex Hermitian positive definite sparse matrix.

v v

<:E:> LET** LEC**

4 A 4 A\ 2
LIN** LSA** LEI** LED* *
LSL** LES**
[ |
v
or
x=ATh

Figure 1- 1 Solution and Factorization of Linear Systems

Solution of Linear Systems

The simplest routines to use for solving linear equations are LSL** and LSA**. For example, the
mnemonic for matrices of real general form is RG. So, the routines LSARG and LSLRG are
appropriate to use for solving linear systems when the coefficient matrix is of real general form.
The routine LSARG uses iterative refinement, and more time than LSLRG, to determine a high
accuracy solution.

The high accuracy solvers provide maximum protection against extraneous computational errors.
They do not protect the results from instability in the mathematical approximation. For a more
complete discussion of this and other important topics about solving linear equations, see Rice
(1983), Stewart (1973), or Golub and van Loan (1989).
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Multiple Right Sides

There are situations where the LSL** and LSA** routines are not appropriate. For example, if the
linear system has more than one right-hand-side vector, it is most economical to solve the system
by first calling a factoring routine and then calling a solver routine that uses the factors. After the
coefficient matrix has been factored, the routine LES** or LFI** can be used to solve for one
right-hand side at a time. Routines LFI** uses iterative refinement to determine a high accuracy
solution but requires more computer time and storage than routines LES**.

Determinants

The routines for evaluating determinants are named LED**. As indicated in Figure 1-1, these
routines require the factors of the matrix as input. The values of determinants are often badly
scaled. Additional complications in structures for evaluating them result from this fact. See Rice
(1983) for comments on determinant evaluation.

lterative Refinement

Iterative refinement can often improve the accuracy of a well-posed numerical solution. The
iterative refinement algorithm used is as follows:

x,=A"'b
Fori=1, 50
r; = Ax; , — b computed in higher precision
pi=A"r
Xi=Xi, -Pi
if (| pi [l, < ell x; [[,) Exit
End for

Error — Matrix is too ill-conditioned

If the matrix 4 is in single precision, then the residual ; = Ax; | — b is computed in double
precision. If 4 is in double precision, then quadruple-precision arithmetic routines are used.

The use of the value 50 is arbitrary. In fact a single correction is usually sufficient. It is also
helpful even when 7; is computed in the same precision as the data.

Matrix Inversion

An inverse of the coefficient matrix can be computed directly by one of the routines named
LIN**. These routines are provided for general matrix forms and some special matrix forms.
When they do not exist, or when it is desirable to compute a high accuracy inverse, the two-step
technique of calling the factoring routine followed by the solver routine can be used. The inverse
is the solution of the matrix system 4X =/ where / denotes the n x n identity matrix, and the
solution is X' = 47"

Singularity

The numerical and mathematical notions of singularity are not the same. A matrix is considered
numerically singular if it is sufficiently close to a mathematically singular matrix. If error
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messages are issued regarding an exact singularity then specific error message level reset actions
must be taken to handle the error condition. By default, the routines in this chapter stop. The
solvers require that the coefficient matrix be numerically nonsingular. There are some tests to
determine if this condition is met. When the matrix is factored, using routines LEC**, the
condition number is computed. If the condition number is large compared to the working
precision, a warning message is issued and the computations are continued. In this case, the user
needs to verify the usability of the output. If the matrix is determined to be mathematically
singular, or ill-conditioned, a least-squares routine or the singular value decomposition routine
may be used for further analysis.

Special Linear Systems
Toeplitz matrices have entries which are constant along each diagonal, for example:

Py D Py P
by Py P D
Po P Py D
Py P,y Py Po

A=

Real Toeplitz systems can be solved using LsL.T0. Complex Toeplitz systems can be solved using
LSLTC.

Circulant matrices have the property that each row is obtained by shifting the row above it one
place to the right. Entries that are shifted off at the right reenter at the left. For example:

Py Py D3 Ps
by P Py Ds

by Py P D>
b, D3 Py P

A=

Complex circulant systems can be solved using LSLCC.

Iterative Solution of Linear Systems

The preconditioned conjugate gradient routines PCGRC and JCGRC can be used to solve symmetric
positive definite systems. The routines are particularly useful if the system is large and sparse.
These routines use reverse communication, so 4 can be in any storage scheme. For general linear
systems, use GMRES.

QR Decomposition

The QR decomposition of a matrix 4 consists of finding an orthogonal matrix Q, a permutation
matrix P, and an upper trapezoidal matrix R with diagonal elements of nonincreasing magnitude,
such that AP = OR. This decomposition is determined by the routines LORRR or LORRV. It returns
R and the information needed to compute Q. To actually compute O use LOERR. Figure 1-2
summarizes the relationships among the subroutines.

The QR decomposition can be used to solve the linear system 4Ax = b. This is equivalent to
Rx= QTPb. The routine LORSL, can be used to find QTPb from the information computed by
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LORRR. Then x can be computed by solving a triangular system using LSTRT. If the system Ax = b
is overdetermined, then this procedure solves the least-squares problem, i.e., it finds an x for which

-

1S a minimum.

If the matrix 4 is changed by a rank-1 update, 4 —> 4 + owcyT, the QR decomposition of 4 can be
updated/down-dated using the routine LUPQR. In some applications a series of linear systems
which differ by rank-1 updates must be solved. Computing the QR decomposition once and then
updating or down-dating it usually faster than newly solving each system.

LORRR or LORRV
A—>A4 + axy’ ¢

LUPQR !QR decomposition)
|

v v

LOERR LORSL

Ob, O"b,

Least-squares
solution

Figure 1- 2 Least-Squares Routine

LIN_SOL_GEN

Solves a general system of linear equations Ax = b. Using optional arguments, any of several
related computations can be performed. These extra tasks include computing the LU factorization
of 4 using partial pivoting, representing the determinant of 4, computing the inverse matrix A4,

and solving 4"x =b or Ax = b given the LU factorization of 4.

Required Arguments

A — Array of size n x n containing the matrix. (Input [/Output])
If the packaged option 1in sol gen save LU is used then the LU factorization of A
is saved in A. For solving efficiency, the diagonal reciprocals of the matrix U are saved
in the diagonal entries of A.
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B — Array of size n x nb containing the right-hand side matrix. (Input [/Output])
If the packaged option 1in_sol gen save LU is used then input B is used as work
storage and is not saved.

X — Array of size n x nb containing the solution matrix.(Output)

Optional Arguments

NROWS = n (Input)
Uses array A(1:n, 1:n) for the input matrix.
Default: n = size (2, 1)

NRHS = nb (Input)
Uses array b(1:n, 1:nb) for the input right-hand side matrix.
Default: nb = size(b, 2)
Note that b must be a rank-2 array.

pivots = pivots(:) (Output [/Input])
Integer array of size n that contains the individual row interchanges. To construct the
permuted order so that no pivoting is required, define an integer array ip(n). Initialize
ip(i) =i, i =1, n and then execute the loop, after calling 1in sol gen,

k=pivots (i)
interchange ip (i) and ip(k), i=1,n

The matrix defined by the array assignment that permutes the rows,

A(l:n, 1:n)=2a(ip(1l:n), 1 :n), requires no pivoting for maintaining numerical
stability. Now, the optional argument “iopt="" and the packaged option number

? lin sol gen no pivoting can be safely used for increased efficiency during
the LU factorization of 4.

det = det(1:2) (Output)
Array of size 2 of the same type and kind as A for representing the determinant of the
input matrix. The determinant is represented by two numbers. The first is the base with
the sign or complex angle of the result. The second is the exponent. When det(2) is
within exponent range, the value of this expression is given by
abs(det(1))**det(2) * (det(1))/abs(det(1)). If the matrix is not singular,
abs(det(1)) = radix(det); otherwise, det(1) = 0., and det(2) = — huge(abs(det(1))).

ainv = ainv(:,:) (Output)
Array of the same type and kind as A(1 :n, 1:n). It contains the inverse matrix, A,
when the input matrix is nonsingular.

iopt = iopt(:) (Input)
Derived type array with the same precision as the input matrix; used for passing
optional data to the routine. The options are as follows:
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Packaged Options for Iin_sol_gen
Option Prefix = ? Option Name Option Value
s ,d,c ,z lin sol gen set small 1
s ,d,c ,z lin sol gen save LU 2
s ,d,c ,z lin sol gen solve A 3
s ,d ,c ,z_ lin sol gen solve ADJ 4
s ,d ,c ,z_ lin sol gen no pivoting 5
s ,d,c ,z_ lin sol gen scan_ for NaN 6
s ,d ,c ,z_ lin sol gen no_sing mess 7
s ,d,c ,z_ lin sol gen A is sparse 8
iopt (IO) = ? options(? lin sol gen set small, Small)

Replaces a diagonal term of the matrix U if it is smaller in magnitude than the value
Small using the same sign or complex direction as the diagonal. The system is declared
singular. A solution is approximated based on this replacement if no overflow results.
Default: the smallest number that can be reciprocated safely

iopt (I0) = ? options(? lin sol gen save LU, ? dummy)
Saves the LU factorization of A. Requires the optional argument “pivots="" if the
routine will be used later for solving systems with the same matrix. This is the only
case where the input arrays A and b are not saved. For solving efficiency, the diagonal
reciprocals of the matrix U are saved in the diagonal entries of A.

iopt (IO) = ? options(? lin sol gen solve A, ? dummy)
Uses the LU factorization of A computed and saved to solve Ax = b.

iopt (IO) = ? options(? lin sol gen solve ADJ,? dummy)
Uses the LU factorization of 4 computed and saved to solve A'x=b.

iopt (I0O) = ? options(? lin sol gen no pivoting, ?_ dummy)
Does no row pivoting. The array pivots (:), if present, are output as pivots (i) =1,
fori=1, ..., n.

iopt (I0) = ? options(? lin sol gen scan for NaN, ? dummy)

Examines each input array entry to find the first value such that

isNaN(a(i,j)) .or. isNan(b(i,j)) ==.true.

See the i sNaN() function, Chapter 10.
Default: Does not scan for NaNs.

iopt (I0) = ? options(? lin sol gen no sing mess,? dummy)
Do not point an error message when the matrix 4 is singular.
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iopt (IO) = ? options(? lin sol gen A is sparse,? dummy)
Uses an indirect updating loop for the LU factorization that is efficient for sparse
matrices where all matrix entries are stored.

FORTRAN 90 Interface
Generic: CALL LIN SOL _GEN (A,B,X [,..])

Specific: The specific interface names are S LIN SOL GEN, D LIN SOL_GEN,
C_LIN SOL_GEN, and Z LIN SOL_GEN.

Description

Routine LIN SOL_GEN solves a system of linear algebraic equations with a nonsingular
coefficient matrix A4. It first computes the LU factorization of 4 with partial pivoting such that
LU = A. The matrix U is upper triangular, while the following is true:

L'A=LPL P --LPA=U

n"n"n-1"n

The factors P; and L; are defined by the partial pivoting. Each P; is an interchange of row i with
row j > i. Thus, P; is defined by that value of j. Every

L= I+ml.el.T

is an elementary elimination matrix. The vector m;, is zero in entries 1, ..., i. This vector is stored

as column 7 in the strictly lower-triangular part of the working array containing the decomposition
information. The reciprocals of the diagonals of the matrix U are saved in the diagonal of the
working array. The solution of the linear system Ax = b is found by solving two simpler systems,

y=L'band x=U""y

More mathematical details are found in Golub and Van Loan (1989, Chapter 3).

Fatal and Terminal Error Messages

See the messages.gls file for error messages for LIN sSOL_GEN. The messages are numbered
161-175; 181-195; 201-215; 221-235.

Example 1: Solving a Linear System of Equations

This example solves a linear system of equations. This is the simplest use of 1in_sol gen. The
equations are generated using a matrix of random numbers, and a solution is obtained
corresponding to a random right-hand side matrix. Also, see operator ex01, supplied with the
product examples, for this example using the operator notation.

use lin sol gen int
use rand gen_ int

use error option packet

implicit none
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This is Example 1 for LIN SOL GEN.

integer, parameter :: n=32
real (kind(1e0)), parameter :: one=1lel
real (kind (1e0)) err

real (kind (1e0)) A(n,n), b(n,n), x(n,n), res(n,n),

Generate a random matrix.
call rand gen(y)
A = reshape(y, (/n,n/))

Generate random right-hand sides.
call rand gen(y)
b = reshape(y, (/n,n/))

Compute the solution matrix of Ax=Db.
call lin sol gen(A, b, x)

Check the results for small residuals.
res = b - matmul (A, x)
err = maxval (abs (res)) /sum(abs (A)+abs (b))
if (err <= sgrt(epsilon(one))) then

y (n**2)

write (*,*) 'Example 1 for LIN SOL GEN is correct.'

end 1if

end

Output

Example 1 for LIN SOL GEN is correct.

Additional Examples

Example 2: Matrix Inversion and Determinant

This example computes the inverse and determinant of 4, a random matrix. Tests are made on the

conditions
A4 =1
and
det (A_l ) = det(A)f1

Also, see operator ex02.

use lin sol gen int
use rand gen int

implicit none
This is Example 2 for LIN SOL GEN.

integer i
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integer, parameter :: n=32

real (kind(1e0)), parameter :: one=1.0e0, zero=0.0e0
real (kind (1e0)) err
real (kind(1e0)) A(n,n), b(n,0), inv(n,n), x(n,0), res(n,n), &

y(n**2), determinant (2), inv determinant (2)
! Generate a random matrix.

call rand gen(y)
A = reshape(y, (/n,n/))

! Compute the matrix inverse and its determinant.

call lin sol gen(A, b, x, nrhs=0, &
ainv=inv, det=determinant)

! Compute the determinant for the inverse matrix.

call lin sol gen(inv, b, x, nrhs=0, &
det=inv_determinant)

! Check residuals, A times inverse = Identity.

res = matmul (A, inv)
do i=1, n

res(i,i) = res(i,i) - one
end do
err = sum(abs(res)) / sum(abs(a))
if (err <= sqgrt(epsilon(one))) then
if (determinant(l) == inv_determinant (1) .and. &
(abs (determinant (2) +inv_determinant (2)) &

<= abs (determinant (2)) *sgrt (epsilon(one)))) then
write (*,*) 'Example 2 for LIN SOL GEN is correct.'
end if
end 1if

end

Output

Example 2 for LIN SOL GEN is correct.

Example 3: Solving a System with Iterative Refinement

This example computes a factorization of a random matrix using single-precision arithmetic. The
double-precision solution is corrected using iterative refinement. The corrections are added to the
developing solution until they are no longer decreasing in size. The initialization of the derived
type array iopti(l:2) = s _option(0,0.0e0) leaves the integer part of the second element
of iopti (:) atthe value zero. This stops the internal processing of options inside 1in_sol gen.
It results in the LU factorization being saved after exit. The next time the routine is entered the
integer entry of the second element of iopt (:) results in a solve step only. Since the LU
factorization is saved in arrays A (:, :) and ipivots (:), at the final step, solve only steps can
occur in subsequent entries to 1in_sol gen. Also, see operator ex03, Chapter 10.
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use lin sol gen int
use rand gen_ int

implicit none

! This is Example 3 for LIN SOL GEN.

integer, parameter :: n=32
real (kind (1e0)), parameter :: one=1.0e0, zero=0.0e0
real (kind (1d0)), parameter :: d zero=0.0d0

integer ipivots(n)

real (kind(1e0)) a(n,n), b(n,1), x(n,1l), w(n**2)
real (kind(le0)) change new, change old

real (kind (1d0)) c(n,1), d(n,n), y(n,1)
type(s_options) :: iopti(2)=s options(0,zero)

! Generate a random matrix.

call rand gen (w)
a = reshape(w, (/n,n/))

! Generate a random right hand side.
call rand gen(b(l:n,1))
! Save double precision copies of the matrix and right hand side.

d = a
c =D

! Start solution at zero.

y = d_zero
change old = huge (one)

! Use packaged option to save the factorization.
iopti(l) = s options(s_lin sol gen save LU, zero)

iterative refinement: do
b = c¢c - matmul (d,vy)
call lin sol gen(a, b, x, &
pivots=ipivots, iopt=iopti)
y =xXx+ty
change new = sum(abs(x))

! Exit when changes are no longer decreasing.
if (change new >= change old) &
exit iterative refinement

change old = change new

! Use option to re-enter code with factorization saved; solve only.
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iopti(2) = s options(s_lin sol gen solve A, zero)
end do iterative refinement
write (*,*) 'Example 3 for LIN SOL GEN is correct.'
end

Output

Example 3 for LIN SOL GEN is correct.

Example 4: Evaluating the Matrix Exponential

This example computes the solution of the ordinary differential equation problem

b _y
dt

with initial values y(0) = y,. For this example, the matrix 4 is real and constant with respect to 7.
The unique solution is given by the matrix exponential:

y(t) = eAryo

This method of solution uses an eigenvalue-eigenvector decomposition of the matrix

A=XDX
to evaluate the solution with the equivalent formula
y(t)=Xe"z,
where
z, =X B Yo

is computed using the complex arithmetic version of 1in sol gen. The results for y(¢) are real
quantities, but the evaluation uses intermediate complex-valued calculations. Note that the
computation of the complex matrix X and the diagonal matrix D is performed using the IMSL
MATH/LIBRARY FORTRAN 77 interface to routine EVCRG. This is an illustration of intermixing
interfaces of FORTRAN 77 and Fortran 90 code. The information is made available to the Fortran
90 compiler by using the FORTRAN 77 interface for EVCRG. Also, see operator ex04, supplied
with the product examples, where the Fortran 90 function EIG () has replaced the call to EVCRG.

use lin sol gen int
use rand gen_ int
use Numerical Libraries

implicit none
! This is Example 4 for LIN SOL GEN.

integer, parameter :: n=32, k=128

real (kind (1e0)), parameter :: one=1.0e0, t max=1, delta_t:t_max/(k—l)
real (kind(1e0)) err, A(n,n), atemp(n,n), ytemp(n**2)

real (kind (1e0)) t(k), y(n,k), y prime(n,k)

complex (kind(1e0)) EVAL(n), EVEC(n,n)
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complex (kind(1e0)) x(n,n), z 0(n,1), y 0(n,1), d(n)
integer i

! Generate a random matrix in an F90 array.

call rand gen (ytemp)
atemp = reshape (ytemp, (/n,n/))

! Assign data to an F77 array.
A = atemp

! Use IMSL Numerical Libraries F77 subroutine for the
! eigenvalue-eigenvector calculation.
CALL EVCRG(N, A, N, EVAL, EVEC, N)

! Generate a random initial value for the ODE system.
call rand gen(ytemp(l:n))
y 0(1:n,1) = ytemp(l:n)

! Assign the eigenvalue-eigenvector data to F90 arrays.
d = EVAL; x = EVEC

! Solve complex data system that transforms the initial values, Xz 0=y 0.
call lin sol gen(x, y 0, z 0)
t = (/(i*delta t,1i=0,k-1)/)

! Compute y and y' at the values t(l:k).
y = matmul (x, exp(spread(d,2,k)*spread(t,1l,n))* &
spread(z_0(1:n,1),2,k))
y prime = matmul (x, spread(d,2,k)* &
exp (spread(d, 2, k) *spread(t,1l,n))* &
spread(z 0(1l:n,1),2,k))

! Check results. Is y' - Ay = 0?
err = sum(abs(y_prime—matmul(atemp,y))) / &
(sum (abs (atemp) ) *sum (abs (y)))
if (err <= sqgrt(epsilon(one))) then
write (*,*) 'Example 4 for LIN SOL GEN is correct.'
end 1if

end

Output

Example 4 for LIN SOL GEN is correct.

LIN_SOL_SELF

Solves a system of linear equations Ax = b, where 4 is a self-adjoint matrix. Using optional
arguments, any of several related computations can be performed. These extra tasks include
computing and saving the factorization of 4 using symmetric pivoting, representing the
determinant of 4, computing the inverse matrix 4/, or computing the solution of 4x = b given the
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factorization of 4. An optional argument is provided indicating that 4 is positive definite so that
the Cholesky decomposition can be used.

Required Arguments

A — Array of size n x n containing the self-adjoint matrix. (Input [/Output]
If the packaged option 1in sol self save factors is used then the factorization
of A is saved in A. For solving efficiency, the diagonal reciprocals of the matrix R are
saved in the diagonal entries of A when the Cholesky method is used.

B — Array of size n x nb containing the right-hand side matrix. (Input [/Output]
If the packaged option 1in sol self save factors is used then input B is used as
work storage and is not saved.

X — Array of size n x nb containing the solution matrix. (Output)

Optional Arguments

NROWS = n (Input)
Uses array A(1:n, 1:n) for the input matrix.
Default: n = size(a, 1)

NRHS = nb (Input)
Uses the array b(1:n, 1:nb) for the input right-hand side matrix.
Default: nb = size(b, 2)
Note that b must be a rank-2 array.

pivots = pivots(:) (Output [/Input])
Integer array of size n + 1 that contains the individual row interchanges in the first n
locations. Applied in order, these yield the permutation matrix P. Location n + 1
contains the number of the first diagonal term no larger than Small, which is defined on
the next page of this chapter.

det = det(1:2) (Output)
Array of size 2 of the same type and kind as A for representing the determinant of the
input matrix. The determinant is represented by two numbers. The first is the base with
the sign or complex angle of the result. The second is the exponent. When det(2) is
within exponent range, the value of the determinant is given by the expression
abs(det(1))**det(2) * (det(1))/abs(det(1)). If the matrix is not singular,
abs(det(1)) = radix(det); otherwise, det(1) =0., and det(2) =—huge(abs(det(1))).

ainv = ainv(:,:) (Output)
Array of the same type and kind as A(1 : n, 1:n). It contains the inverse matrix, 4~/
when the input matrix is nonsingular.

iopt = iopt(:) (Input)
Derived type array with the same precision as the input matrix; used for passing
optional data to the routine. The options are as follows:

18 e Chapter 1: Linear Systems Fortran Numerical MATH LIBRARY



Packaged Options for 1in_sol_self
Option Prefix = ? Option Name Option Value
s ,d,c ,z_ lin sol self set small 1
s ,d ,c ,z_ lin sol self save factors 2
s ,d ,c ,z_ lin sol self no pivoting 3
s ,d,c ,z_ lin sol self use Cholesky 4
s ,d,c ,z_ lin sol self solve A 5
s ,d,c ,z_ lin sol self scan_ for NaN 6
s ,d,c ,z_ lin sol self no sing mess 7
iopt (I0) = ? options(? lin sol self set small, Small)

When Aasen’s method is used, the tridiagonal system 7u = v is solved using LU
factorization with partial pivoting. If a diagonal term of the matrix U is smaller in
magnitude than the value Small, it is replaced by Small. The system is declared
singular. When the Cholesky method is used, the upper-triangular matrix R, (see
“Description”), is obtained. If a diagonal term of the matrix R is smaller in magnitude
than the value Small, it is replaced by Small. A solution is approximated based on this
replacement in either case.

Default: the smallest number that can be reciprocated safely

iopt (IO) = ? options(? lin sol self save factors, ? dummy)
Saves the factorization of A. Requires the optional argument “pivots=""if the routine
will be used for solving further systems with the same matrix. This is the only case
where the input arrays A and b are not saved. For solving efficiency, the diagonal
reciprocals of the matrix R are saved in the diagonal entries of A when the Cholesky
method is used.

iopt (I0) = ? options(? lin sol self no pivoting, ?_ dummy)
Does no row pivoting. The array pivots(:), if present, satisfies pivots(i) =i+ 1 for
i=1,...,n— 1 when using Aasen’s method. When using the Cholesky method,
pivots(@) =ifori=1,..., n.

iopt (I0) = ? options(? lin sol self use Cholesky, 2 dummy)

The Cholesky decomposition PAP" = R'R is used instead of the Aasen method.

iopt (IO) = ? options(? 1lin sol self solve A, ? dummy)
Uses the factorization of A computed and saved to solve Ax = b.

iopt (I0) = ? options(? 1lin sol self scan for NaN, ? dummy)
Examines each input array entry to find the first value such that
isNaN(a(i,j)) .or. isNan(b(i,j)) ==.true.

See the i sNaN() function, Chapter 10.
Default: Does not scan for NaNs
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iopt (I0) = ? options(? lin sol self no sing mess,? dummy)
Do not print an error message when the matrix 4 is singular.

FORTRAN 90 Interface

Generic: CALL LIN_SOL SELF (A, B,X [,..])

Specific: The specific interface names are S_LIN SOL SELF, D LIN SOL_SELF,
C_LIN SOL SELF, and Z LIN SOL_SELF.

Description

Routine LIN SOL_SELF routine solves a system of linear algebraic equations with a nonsingular
coefficient matrix 4. By default, the routine computes the factorization of 4 using Aasen’s
method. This decomposition has the form

PAP" = LTL'

where P is a permutation matrix, L is a unit lower-triangular matrix, and 7 is a tridiagonal
self-adjoint matrix. The solution of the linear system 4x = b is found by solving simpler systems,

u=L"'Pb
Tv=u
and
x=P'L"y

More mathematical details for real matrices are found in Golub and Van Loan (1989, Chapter 4).

When the optional Cholesky algorithm is used with a positive definite, self-adjoint matrix, the
factorization has the alternate form

PAP" =R"R

where P is a permutation matrix and R is an upper-triangular matrix. The solution of the linear
system Ax = b is computed by solving the systems

u=R"Pb
and

x=P'R'u
The permutation is chosen so that the diagonal term is maximized at each step of the
decomposition. The individual interchanges are optionally available in the argument “pivots”.
Fatal and Terminal Error Messages

See the messages.gls file for error messages for LIN SOL SELF. These error messages are
numbered 321-336; 341-356; 361-376; 381-396.
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Example 1: Solving a Linear Least-squares System

This example solves a linear least-squares system Cx = d, where C,,, is a real matrix with m > n.
The least-squares solution is computed using the self-adjoint matrix

A=C'C
and the right-hand side
b=A"d

The n x n self-adjoint system Ax = b is solved for x. This solution method is not as satisfactory, in
terms of numerical accuracy, as solving the system Cx = d directly by using the routine
lin_sol lsq. Also, see operator ex05, Chapter 10.

use lin sol self int
use rand gen_ int

implicit none

! This is Example 1 for LIN SOL SELF.

integer, parameter :: m=64, n=32

real (kind(1e0)), parameter :: one=le0

real (kind (1e0)) err

real (kind(1e0)), dimension(n,n) :: A, b, x, res, y(m*n),&

C(m,n), d(m,n)

! Generate two rectangular random matrices.
call rand gen(y)
C = reshape(y, (/m,n/))

call rand gen(y)
d = reshape(y, (/m,n/))

! Form the normal equations for the rectangular system.
A = matmul (transpose(C),C)
b matmul (transpose (C) ,d)

! Compute the solution for Ax = b.
call lin sol self(A, b, x)

! Check the results for small residuals.
res = b - matmul (A, x)
err = maxval (abs (res)) /sum(abs (A)+abs (b))
if (err <= sqgrt(epsilon(one))) then
write (*,*) 'Example 1 for LIN SOL SELF is correct.'
end 1if

end

Output

Example 1 for LIN SOL SELF is correct.
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Additional Examples

Example 2: System Solving with Cholesky Method

This example solves the same form of the system as Example 1. The optional argument “iopt="
is used to note that the Cholesky algorithm is used since the matrix 4 is positive definite and self-
adjoint. In addition, the sample covariance matrix

=c’4"
is computed, where
|d - Cx|

2 |
o =
m-—n

the inverse matrix is returned as the “ainv=""optional argument. The scale factor o> and I" are
computed after returning from the routine. Also, see operator ex06, Chapter 10.

use lin sol self int

use rand gen int

use error option packet

implicit none

! This is Example 2 for LIN SOL SELF.

integer, parameter :: m=64, n=32

real (kind (1e0)), parameter :: one=1.0e0, zero=0.0e0

real (kind (1e0)) err

real (kind (1e0)) a(n,n), b(n,1), c¢c(m,n), d(m,1), cov(n,n), x(n,1l), &
res(n,1), y(m*n)

type(s_options) :: iopti(l)=s_options(0,zero)

! Generate a random rectangular matrix and a random right hand side.

call rand gen (y)
¢ = reshape(y, (/m,n/))

call rand gen(d(l:n,1))
! Form the normal equations for the rectangular system.

a = matmul (transpose(c),c)
b matmul (transpose (c) ,d)

! Use packaged option to use Cholesky decomposition.
iopti(l) = s _options(s_lin sol self Use Cholesky,zero)
! Compute the solution of Ax=b with optional inverse obtained.

call lin sol self(a, b, x, ainv=cov, &
iopt=iopti)
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! Compute residuals, x - (inverse)*b, for consistency check.
res = x - matmul (cov,b)
! Scale the inverse to obtain the covariance matrix.
cov = (sum((d-matmul (c,x))**2)/(m-n)) * cov
! Check the results.
err = sum(abs (res)) /sum(abs (cov))
if (err <= sqgrt(epsilon(one))) then
write (*,*) 'Example 2 for LIN SOL SELF is correct.'

end if

end

Output

Example 2 for LIN SOL SELF is correct.

Example 3: Using Inverse Iteration for an Eigenvector

This example illustrates the use of the optional argument “iopt=" to reset the value of a Small
diagonal term encountered during the factorization. Eigenvalues of the self-adjoint matrix
A=C'C

are computed using the routine 1in _eig self. An eigenvector, corresponding to one of these
eigenvalues, A, is computed using inverse iteration. This solves the near singular system
(4 — MD)x = b for an eigenvector, x. Following the computation of a normalized eigenvector

=X
"M
the consistency condition
A=y"Ay

is checked. Since a singular system is expected, suppress the fatal error message that normally
prints when the error post-processor routine error post is called within the routine
lin_sol self. Also, see operator ex07, Chapter 10

use lin sol self int
use lin eig self int
use rand gen_ int

use error option packet
implicit none

! This is Example 3 for LIN SOL SELF.

integer i, tries
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integer, parameter :: m=8, n=4, k=2

integer ipivots(n+1)

real (kind (1d0)), parameter :: one=1.0d0, zero=0.0d0

real (kind (1d0)) err

real (kind(1d0)) a(n,n), b(n,1), c(m,n), x(n,1l), y(m*n), &
e(n), atemp(n,n)

type (d options) :: iopti(4)

! Generate a random rectangular matrix.

call rand gen(y)
¢ = reshape(y, (/m,n/))

! Generate a random right hand side for use in the inverse
! iteration.

call rand gen(y(l:n))
b = reshape(y, (/n,1/))

! Compute the positive definite matrix.
a = matmul (transpose(c),c)

! Obtain just the eigenvalues.
call lin eig self(a, e)

! Use packaged option to reset the value of a small diagonal.
iopti = d options (0, zero)
iopti(l) = d options(d lin sol self set small, &
epsilon (one) * abs(e(l)))
! Use packaged option to save the factorization.
iopti(2) = d options(d 1lin sol self save factors,zero)
! Suppress error messages and stopping due to singularity
! of the matrix, which is expected.

iopti(3) = d options(d lin sol self no sing mess, zero)
atemp = a
do i=1, n
a(i,i) = a(i,i) - e(k)
end do

! Compute A-eigenvalue*I as the coefficient matrix.
do tries=1, 2
call lin sol self(a, b, x, &
pivots=ipivots, iopt=iopti)
! When code is re-entered, the already computed factorization
! is used.
iopti(4) = d options(d lin sol self solve A, zero)
! Reset right-hand side nearly in the direction of the eigenvector.
b = x/sqgrt (sum(x**2))
end do

! Normalize the eigenvector.
X = x/sqrt (sum(x**2))
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! Check the results.
err = dot product(x(l:n,1),matmul (atemp(l:n,1:n),x(1l:n,1))) - &
e (k)
! If any result is not accurate, quit with no summary printing.
if (abs(err) <= sqgrt(epsilon(one))*e(l)) then
write (*,*) 'Example 3 for LIN SOL SELF is correct.'
end if

end

Output

Example 3 for LIN SOL SELF is correct.

Example 4: Accurate Least-squares Solution with Iterative Refinement

This example illustrates the accurate solution of the self-adjoint linear system

P S

computed using iterative refinement. This solution method is appropriate for least-squares
problems when an accurate solution is required. The solution and residuals are accumulated in
double precision, while the decomposition is computed in single precision. Also, see
operator_ ex08, supplied with the product examples.

use lin sol self int
use rand gen int

implicit none
! This is Example 4 for LIN SOL SELF.

integer i

integer, parameter :: m=8, n=4

real (kind(1e0)), parameter :: one=1.0e0, zero=0.0e0
real (kind (1d0)), parameter :: d zero=0.0d0

integer ipivots ((n+m)+1)

real (kind(1e0)) a(m,n), b(m,1), w(m*n), f(n+m,n+m), &

g(n+m,1), h(n+m,1)
real (kind(1le0)) change new, change old
real (kind(1d0)) c¢(m,1), d(m,n), y(n+m,1)
type (s_options) iopti(2)=s_options (0, zero)
! Generate a random matrix.
call rand gen (w)

a = reshape(w, (/m,n/))

! Generate a random right hand side.
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call rand gen(b(l:m,1))
! Save double precision copies of the matrix and right hand side.

d = a
c =Db

! Fill in augmented system for accurately solving the least-squares
! problem.

f = zero
do i=1, m
f(i,i) = one
end do
f(l:im,m+l:) = a
f(m+l:,1:m) = transpose(a)

! Start solution at zero.

y = d_zero
change old = huge (one)

! Use packaged option to save the factorization.
iopti(l) = s options(s_lin sol self save factors,zero)

iterative refinement: do
g(l:m,1) = c(l:m,1) - y(lim,1) - matmul(d,y(m+l:m+n,1))
g(mtl:m+n,1l) = - matmul (transpose(d),y(l:m,1))
call lin sol self(f, g, h, &
pivots=ipivots, iopt=iopti)
y=h+y
change new = sum(abs (h))

! Exit when changes are no longer decreasing.

if (change new >= change old) &
exit iterative refinement
change old = change new

! Use option to re-enter code with factorization saved; solve only.
iopti(2) = s _options(s_1lin sol self solve A, zero)
end do iterative refinement
write (*,*) 'Example 4 for LIN SOL SELF is correct.'
end

Output

Example 4 for LIN SOL SELF is correct.
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LIN_SOL_LSQ

Solves a rectangular system of linear equations Ax = b, in a least-squares sense. Using optional
arguments, any of several related computations can be performed. These extra tasks include
computing and saving the factorization of 4 using column and row pivoting, representing the
determinant of 4, computing the generalized inverse matrix AT, or computing the least-squares
solution of

Ax=b
or
Ay =b,

given the factorization of 4. An optional argument is provided for computing the following
unscaled covariance matrix

c=(4"4)"

Least-squares solutions, where the unknowns are non-negative or have simple bounds, can be
computed with PARALLEL NONNEGATIVE LSQ and PARALLEL BOUNDED LSQ. These codes can
be restricted to execute without MPI.

Required Arguments

A — Array of size m x n containing the matrix. (Input [/Output])
If the packaged option 1in _sol 1sqg save OR is used then the factorization of A is
saved in A. For efficiency, the diagonal reciprocals of the matrix R are saved in the
diagonal entries of A.

B — Array of size m x nb containing the right-hand side matrix. When using the option to
solve adjoint systems A'x = b, the size of b is n x nb. (Input [/Output])
If the packaged option 1in_sol 1sqg save OR isused then input B is used as work
storage and is not saved.

X — Array of size m x nb containing the right-hand side matrix. When using the option to
solve adjoint systems A"x = b, the size of x is m x nb. (Output)

Optional Arguments

MROWS = m (Input)
Uses array A(1:m, 1:n) for the input matrix.
Default: m = size(a, 1)

NCOLS = n (Input)
Uses array A(1:m, 1:n) for the input matrix.
Default: n = size(a, 2)
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NRHS = nb (Input)
Uses the array b(1:, 1:nb) for the input right-hand side matrix.
Default: nb = size(b, 2)
Note that b must be a rank-2 array.

pivots = pivots(:) (Output [/Input])
Integer array of size 2 * min(m, n) + 1 that contains the individual row followed by the
column interchanges. The last array entry contains the approximate rank of A.

trans = trans(:) (Output [/Input])
Array of size 2 * min(m, n) that contains data for the construction of the orthogonal
decomposition.

det = det(1:2) (Output)
Array of size 2 of the same type and kind as A for representing the products of the
determinants of the matrices Q, P, and R. The determinant is represented by two
numbers. The first is the base with the sign or complex angle of the result. The second
is the exponent. When det(2) is within exponent range, the value of this expression is
given by abs (det(1))**det(2) * (det(1))/abs(det(1)). If the matrix is not singular,
abs(det(1)) = radix(det); otherwise, det(1)=0., and det(2) = — huge(abs(det(1))).

ainv = ainv(:,:) (Output)
Array with size n x m of the same type and kind as A(1 :m, 1:n). It contains the
generalized inverse matrix, AT,

cov = cov(:,:) (Output)
Array with size n x n of the same type and kind as A(1:m, 1:n). It contains the
. . _ T\
unscaled covariance matrix, C= (4" A4)™.

iopt = iopt(:) (Input)
Derived type array with the same precision as the input matrix; used for passing
optional data to the routine. The options are as follows:

Packaged Options for Iin_sol_Isq
Option Prefix = ? Option Name Option Value
s ,d,c ,z_ lin sol 1sg set small 1
s ,d ,c ,z_ lin sol 1sqg save QR 2
s ,d ,c ,z_ lin sol 1sqg solve A 3
s ,d ,c ,z_ lin sol 1sqg solve ADJ 4
s ,d ,c ,z_ lin sol 1sg no row pivoting 5
s ,d,c ,z_ lin sol 1sg no_col pivoting 6
s ,d,c ,z_ lin sol 1sqg scan for NaN 7
s ,d,c ,z_ lin sol 1lsg no_sing mess 8
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iopt (I0) = ? options(?_lin sol lsq set small, Small)
Replaces with Small if a diagonal term of the matrix R is smaller in magnitude than the
value Small. A solution is approximated based on this replacement in either case.
Default: the smallest number that can be reciprocated safely

iopt (IO) = ? options(? lin sol 1sq save QR, ? dummy)
Saves the factorization of A. Requires the optional arguments “pivots="" and
“trans=" if the routine is used for solving further systems with the same matrix. This
is the only case where the input arrays 2 and b are not saved. For efficiency, the
diagonal reciprocals of the matrix R are saved in the diagonal entries of A.

iopt (IO) = ? options(? lin sol 1lsq solve A, ? dummy)
Uses the factorization of A computed and saved to solve Ax = b.

iopt (IO0) = ? options(? lin sol 1lsqg solve ADJ, ? dummy)
Uses the factorization of A computed and saved to solve Ax=b.

iopt (I0O) = ? options(? lin sol 1lsq no row pivoting, ?_ dummy)
Does no row pivoting. The array pivots(:), if present, satisfies pivots(i) =i fori=1,
..., min (m, n).

iopt (IO) = ? options(? lin sol 1sq no col pivoting, ?_ dummy)
Does no column pivoting. The array pivots(:), if present, satisfies pivots(i + min (m,
n))=ifori=1, ..., min (m, n).

iopt (I0) = ? options(? lin sol 1lsqg scan for NaN, ? dummy)

Examines each input array entry to find the first value such that

isNaN(a(i,j)) .or. isNan(b(i,j)) ==.true.

See the isNaN() function, Chapter 10.
Default: Does not scan for NaNs

iopt (I0O) = ? options(? lin sol 1lsq no_sing mess, ? dummy)
Do not print an error message when 4 is singular or £ < min(m, n).

FORTRAN 90 Interface

Generic: CALL LIN SOL LSQ (A,B,X [,..])

Specific: The specific interface names are S LIN SOL LSQ,D LIN SOL LSQ,
C_LIN SOL LSQ,and Z LIN SOL LSQ.

Description

Routine LIN SOL_LsQ solves a rectangular system of linear algebraic equations in a least-squares
sense. It computes the decomposition of 4 using an orthogonal factorization. This decomposition
has the form
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R 0
AP = kexk
oy )

where the matrices Q and P are products of elementary orthogonal and permutation matrices. The
matrix R is k x k, where k is the approximate rank of 4. This value is determined by the value of
the parameter Small. See Golub and Van Loan (1989, Chapter 5.4) for further details. Note that the
use of both row and column pivoting is nonstandard, but the routine defaults to this choice for en-
hanced reliability.

Fatal and Terminal Error Messages

See the messages.gls file for error messages for LIN SOL LsQ. These error messages are
numbered 241-256; 261-276; 281-296; 301-316.

Example 1: Solving a Linear Least-squares System

This example solves a linear least-squares system Cx = d, where

C

mxn

is a real matrix with m > n. The least-squares problem is derived from polynomial data fitting to
the function

y(x) ="+ COS(ﬂ'g)

using a discrete set of values in the interval —1 <x < 1. The polynomial is represented as the series

N

u(x)= e (x)
i=0
where the T, (x) are Chebyshev polynomials. It is natural for the problem matrix and solution to

have a column or entry corresponding to the subscript zero, which is used in this code. Also, see
operator_ ex09, supplied with the product examples.

use lin sol 1sqg int
use rand gen int
use error option packet

implicit none
! This is Example 1 for LIN SOL LSQ.
integer 1
integer, parameter :: m=128, n=8
real (kind (1d0)), parameter :: one=1d0, zero=0d0
real (kind(1d0)) A(m,0:n), c¢(0:n,1), pi over 2, x(m), y(m,1), &

u(m), v(m), w(m), delta x

! Generate a random grid of points.
call rand gen (x)

! Transform points to the interval -1,1.
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X = x*2 - one

! Compute the constant 'PI/2'.
pi over 2 = atan(one)*2

! Generate known function data on the grid.
y(l:m,1) = exp(x) + cos(pi over 2*x)

! Fi1l in the least-squares matrix for the Chebyshev polynomials.
A(:,0) = one; A(:,1) = x

do i=2, n
A(:,1) = 2*x*A(:,1i-1) - A(:,1-2)
end do

! Solve for the series coefficients.
call lin sol 1sqg(a, y, c)

! Generate an equally spaced grid on the interval.
delta x = 2/real(m-1,kind(one))
do i=1, m
x (i) =
end do

-one + (i-1)*delta x

! Evaluate residuals using backward recurrence formulas.
u = zero
v = zero
do i=n, 0, -1
w = 2*x*u - v + c(i, 1)
v = u
u=w
end do

y(l:m,1) = exp(x) + cos(pi over 2*x) - (u-x*v)
! Check that n+l sign changes in the residual curve occur.
X = one
X = sign(x,y(l:m,1))
if (count(x(l:m-1) /= x(2:m)) >= n+l) then
write (*,*) 'Example 1 for LIN SOL LSQ is correct.'

end 1if

end

Output

Example 1 for LIN SOL LSQ is correct.
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Additional Examples

Example 2: System Solving with the Generalized Inverse

This example solves the same form of the system as Example 1. In this case, the grid of evaluation
points is equally spaced. The coefficients are computed using the “smoothing formulas” by rows
of the generalized inverse matrix, AT, computed using the optional argument “ainv=". Thus, the
coefficients are given by the matrix-vector product ¢ = (4") y, where y is the vector of values of
the function y(x) evaluated at the grid of points. Also, see operator ex10, supplied with the
product examples.

use lin sol 1lsqg int
implicit none
! This is Example 2 for LIN SOL LSQ.

integer i

integer, parameter :: m=128, n=8

real (kind (1d0)), parameter :: one=1.0d0, zero=0.0d0

real (kind(1d0)) a(m,0:n), c¢(0:n,1), pi over 2, x(m), y(m,1), &
u(m), v(m), w(m), delta x, inv(0:n, m)

! Generate an array of equally spaced points on the interval -1,1.

delta x = 2/real(m-1,kind(one))

do i=1, m
x (i) =

end do

-one + (i-1)*delta x

! Compute the constant 'PI/2'.
pi over 2 = atan(one)*2
! Compute data values on the grid.
y(l:m,1) = exp(x) + cos(pi over 2*x)
! Fill in the least-squares matrix for the Chebyshev polynomials.

a(:,0) = one
a(:,1) = x

do i=2, n
a(:,1) = 2*x*a(:,i-1) - a(:,1-2)
end do
! Compute the generalized inverse of the least-squares matrix.

call lin sol 1sqg(a, y, ¢, nrhs=0, ainv=inv)

! Compute the series coefficients using the generalized inverse
! as 'smoothing formulas.'
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c(0:n,1l) = matmul (inv(O:n,1l:m),y(l:m,1))

! Evaluate residuals using backward recurrence formulas.

u = zero
vV = zero
do i=n, 0, -1
w = 2*x*u - v + c(i, 1)
v = u
u=w
end do
y(l:m,1) = exp(x) + cos(pi over 2*x) - (u-x*v)

! Check that n+2 sign changes in the residual curve occur.
! (This test will fail when n is larger.)

X = one
X = sign(x,y(l:m,1))
if (count(x(l:m-1) /= x(2:m)) == n+2) then
write (*,*) 'Example 2 for LIN SOL LSQ is correct.'
end 1if
end
Output

Example 2 for LIN SOL LSQ is correct.

Example 3: Two-Dimensional Data Fitting

This example illustrates the use of radial-basis functions to least-squares fit arbitrarily spaced data
points. Let m data values {y;} be given at points in the unit square, {p;}. Each p; is a pair of real
values. Then, 7 points {g;} are chosen on the unit square. A series of radial-basis functions is used
to represent the data,

f(p)= icj(||p —q,[ +57)"

where & is a parameter. This example uses 8° = 1, but either larger or smaller values can give a
better approximation for user problems. The coefficients {c;} are obtained by solving the
following m x n linear least-squares problem:

f(pj):yj

This example illustrates an effective use of Fortran 90 array operations to eliminate many details
required to build the matrix and right-hand side for the {c;} . For this example, the two sets of
points {p;} and {g;} are chosen randomly. The values {y;} are computed from the following
formula:

y =it
J T
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The residual function

r(p)=e =1 (p)

is computed at an N x N square grid of equally spaced points on the unit square. The magnitude of
r(p) may be larger at certain points on this grid than the residuals at the given points, { pi} . Also,

see operator exl11, supplied with the product examples.

use lin sol 1sqg int
use rand gen_ int

implicit none
! This is Example 3 for LIN SOL LSQ.

integer i, Jj

integer, parameter :: m=128, n=32, k=2, n eval=16

real (kind (1d0)), parameter :: one=1.0d0, delta sqr=1.0d0

real (kind(1d0)) a(m,n), b(m,1), c(n,1), p(k,m), g(k,n), &
x(k*m), y(k*n), t(k,m,n), res(n eval,n eval), &
w(n _eval), delta

! Generate a random set of data points in k=2 space.

call rand gen(x)
p = reshape(x, (/k,m/))

! Generate a random set of center points in k-space.

call rand gen(y)
q = reshape(y, (/k,n/))

! Compute the coefficient matrix for the least-squares system.
t = spread(p,3,n)
do j=1, n
t(l:,:,3) = t(l:,:,3) - spread(g(l:,]j),2,m)
end do
a = sgrt(sum(t**2,dim=1) + delta sqr)
! Compute the right hand side of data values.
b(l:,1) = exp(-sum(p**2,dim=1))
! Compute the solution.
call lin sol 1lsqg(a, b, c)
! Check the results.
if (sum(abs (matmul (transpose(a),b-matmul (a,c))))/sum(abs(a)) &

<= sqrt (epsilon(one))) then
write (*,*) 'Example 3 for LIN SOL LSQ is correct.'
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end 1if

! Evaluate residuals, known function - approximation at a square
! grid of points. (This evaluation is only for k=2.)
delta = one/real(n_eval-1,kind(one))
do i=1, n_eval
w(i) = (i-1)*delta
end do
res = exp (- (spread(w,1l,n eval)**2 + spread(w,2,n_eval)**2))
do j=1, n
res = res - c(j,1)*sgrt((spread(w,1l,n eval) - g(l,3J))**2 + &
(spread(w,2,n eval) - g(2,3))**2 + delta sqr)
end do
end
Output

Example 3 for LIN SOL LSQ is correct.

Example 4. Least-squares with an Equality Constraint

This example solves a least-squares system Ax = b with the constraint that the solution values have
a sum equal to the value 1. To solve this system, one heavily weighted row vector and right-hand
side component is added to the system corresponding to this constraint. Note that the weight used
is

871/ 2
where € is the machine precision, but any larger value can be used. The fact that 1in sol 1sq
performs row pivoting in this case is critical for obtaining an accurate solution to the constrained
problem solved using weighting. See Golub and Van Loan (1989, Chapter 12) for more
information about this method. Also, see operator ex12, supplied with the product examples.

use lin sol 1lsqg int
use rand gen_ int

implicit none

! This is Example 4 for LIN SOL LSQ.

integer, parameter :: m=64, n=32
real (kind(1e0)), parameter :: one=1.0e0
real (kind(1e0)) :: a(m+l,n), b(m+l,1), x(n,1l), y(m*n)

! Generate a random matrix.

call rand gen(y)
a(l:m,1:n) = reshape(y, (/m,n/))

! Generate a random right hand side.
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call rand gen(b(l:m,1))
! Heavily weight desired constraint. All variables sum to one.
a(m+l,1l:n) = one/sqgrt (epsilon (one))
b(m+1l,1) = one/sqrt (epsilon (one))
call lin sol 1lsg(a, b, x)
if (abs(sum(x) - one)/sum(abs(x)) <= &
sgrt (epsilon(one))) then
write (*,*) 'Example 4 for LIN SOL LSQ is correct.'

end if

end

Output

Example 4 for LIN SOL LSQ is correct.

LIN_SOL_SVD

Solves a rectangular least-squares system of linear equations 4x = b using singular value
decomposition

A=USV"

With optional arguments, any of several related computations can be performed. These extra tasks
include computing the rank of 4, the orthogonal m x m and n x n matrices U and V, and the m x n
diagonal matrix of singular values, S.

Required Arguments

A — Array of size m x n containing the matrix. (Input [/Output])
If the packaged option 1in _sol svd overwrite input is used, this array is not
saved on output.

B — Array of size m x nb containing the right-hand side matrix. (Input [/Output]
If the packaged option 1in _sol svd overwrite input is used, this array is not
saved on output.

X— Array of size n x nb containing the solution matrix. (Output)

Optional Arguments

MROWS = m (Input)
Uses array A(1:m, 1:n) for the input matrix.
Default: m = size (2, 1)
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NCOLS = n (Input)
Uses array A (1:m, 1:n) for the input matrix.
Default: n = size(a, 2)

NRHS = nb (Input)
Uses the array b(1:, 1:nb) for the input right-hand side matrix.
Default: nb = size(b, 2)
Note that b must be a rank-2 array.

RANK = k (Output)
Number of singular values that are at least as large as the value Small. It will satisfy k
<= min(m, n).

u = u(:,:) (Output)
Array of the same type and kind as A(1 :m, 1 :n). It contains the m x m orthogonal
matrix U of the singular value decomposition.

s(:) (Output)
Array of the same precision as A(1 :m, 1:n). This array is real even when the matrix
data is complex. It contains the m x n diagonal matrix S in a rank-1 array. The singular
values are nonnegative and ordered non-increasing.

[0
Il

v = v(:,:) (Output)
Array of the same type and kind as A(1:m, 1:n). It contains the n x n orthogonal matrix
V.
iopt = iopt(:) (Input)
Derived type array with the same precision as the input matrix. Used for passing
optional data to the routine. The options are as follows:
Packaged Options for lin_sol_svd
Option Prefix = ? Option Name Option Value
s ,d,c ,z_ lin sol svd set small 1
s ,d,c ,z_ lin sol svd overwrite input 2
s ,d,c ,z_ lin sol svd safe reciprocal 3
s ,d,c ,z_ lin sol svd scan for NaN 4
iopt (I0) = ? options(?_lin sol svd set small, Small)

Replaces with zero a diagonal term of the matrix S if it is smaller in magnitude than the
value Small. This determines the approximate rank of the matrix, which is returned as
the “rank="" optional argument. A solution is approximated based on this
replacement.

Default: the smallest number that can be safely reciprocated
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iopt (I0) = ? options(? lin sol svd overwrite input,? dummy)
Does not save the input arrays A(:,:) and b(:,:).

iopt (I0) = ? options(? lin sol svd safe reciprocal, safe)
Replaces a denominator term with safe if it is smaller in magnitude than the value safe.
Default: the smallest number that can be safely reciprocated

iopt (I0) = ? options(? lin sol svd scan for NaN, ? dummy)
Examines each input array entry to find the first value such that

isNaN(a(i,j)) .or. isNan(b(i,j)) ==.true.

See the i sNan() function, Chapter 10.
Default: Does not scan for NaNs

FORTRAN 90 Interface

Generic: CALL LIN SOL SVD (A,B,X [,..])

Specific: The specific interface names are S LIN SOL SVD, D LIN SOL_SVD,
C_LIN SOL SvD,and Z LIN SOL_SVD.

Description

Routine LIN SOL_SVD solves a rectangular system of linear algebraic equations in a least-squares
sense. It computes the factorization of 4 known as the singular value decomposition. This
decomposition has the following form:

A=UsV"
The matrices U and V are orthogonal. The matrix S is diagonal with the diagonal terms non-in-
creasing. See Golub and Van Loan (1989, Chapters 5.4 and 5.5) for further details.
Fatal, Terminal, and Warning Error Messages
See the messages.gls file for error messages for LIN soL_svD. These error messages are
numbered 401—412; 421-432; 441-452; 461-472.
Example 1: Least-squares solution of a Rectangular System

The least-squares solution of a rectangular m x n system Ax = b is obtained. The use of
lin_sol 1lsq is more efficient in this case since the matrix is of full rank. This example
anticipates a problem where the matrix A4 is poorly conditioned or not of full rank; thus,
lin_sol svd is the appropriate routine. Also, see operator ex13, Chapter 10.

use lin sol svd int
use rand gen int

implicit none

! This is Example 1 for LIN SOL SVD.
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integer, parameter :: m=128, n=32
real (kind (1d0)), parameter :: one=1d0
real (kind(1d0)) A(m,n), b(m,1), x(n,1l), y(m*n), err

! Generate a random matrix and right-hand side.
call rand gen(y)
A = reshape(y, (/m,n/))
call rand gen(b(l:m,1))

! Compute the least-squares solution matrix of Ax=b.
call lin sol svd(A, b, x)

! Check that the residuals are orthogonal to the
! column vectors of A.

err = sum(abs (matmul (transpose (A),b-matmul (A, x))))/sum(abs (A))
if (err <= sqgrt(epsilon(one))) then

write (*,*) 'Example 1 for LIN SOL SVD is correct.'
end 1if

end

Output

Example 1 for LIN SOL SVD is correct.
Additional Examples

Example 2: Polar Decomposition of a Square Matrix

A polar decomposition of an # x n random matrix is obtained. This decomposition satisfies
A = PQ, where P is orthogonal and Q is self-adjoint and positive definite.

Given the singular value decomposition
A=USV"
the polar decomposition follows from the matrix products

P=UV" and Q=VSV"

LR T3

This example uses the optional arguments “u=", “s=", and ““v=", then array intrinsic functions to
calculate P and Q. Also, see operator ex14, Chapter 10.

use lin sol svd int
use rand gen int

implicit none
! This is Example 2 for LIN SOL SVD.
integer i

integer, parameter :: n=32
real (kind (1d0)), parameter :: one=1.0d0, zero=0.0d0
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real (kind (1d0)) a(n,n), b(n,0), ident(n,n), p(n,n), g(n,n), &
s_d(n), u d(n,n), v_d(n,n), x(n,0), y(n*n)

! Generate a random matrix.

call rand gen(y)
a = reshape(y, (/n,n/))

! Compute the singular value decomposition.

call lin sol svd(a, b, x, nrhs=0, s=s d, &
u=u_d, v=v_d)

! Compute the (left) orthogonal factor.
p = matmul (u_d, transpose(v_d))
! Compute the (right) self-adjoint factor.
q = matmul(v_d*spread(s_d,l,n),transpose(v_d))

ident=zero
do i=1, n

ident (i,i) = one
end do

! Check the results.

if (sum(abs (matmul (p,transpose(p)) - ident))/sum(abs(p)) &
<= sqgrt (epsilon(one))) then
if (sum(abs(a - matmul (p,q)))/sum(abs(a)) &
<= sqgrt (epsilon(one))) then
write (*,*) 'Example 2 for LIN SOL SVD is correct.'
end if
end 1if

end

Output

Example 2 for LIN SOL SVD is correct.

Example 3: Reduction of an Array of Black and White

An n x n array A contains entries that are either 0 or 1. The entry is chosen so that as a two-
dimensional object with origin at the point (1, 1), the array appears as a black circle of radius n/4
centered at the point (n/2, n/2).

A singular value decomposition
A=USV"

is computed, where S is of low rank. Approximations using fewer of these nonzero singular values
and vectors suffice to reconstruct 4. Also, see operator ex15, supplied with the product
examples.
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use lin sol svd int

use rand gen_ int

use error option packet
implicit none

! This is Example 3 for LIN SOL SVD.

integer i, Jj, k

integer, parameter :: n=32
real (kind(1e0)), parameter :: half=0.5e0, one=1le(0, zero=0e0
real (kind(1e0)) a(n,n), b(n,0), x(n,0), s(n), u(n,n), &

v(n,n), c(n,n)

! Fill in value one for points inside the circle.
a = zero
do i=1, n
do j=1, n
if ((i-n/2)**2 + (j-n/2)**2 <= (n/4)**2) a(i,]j) = one
end do
end do

! Compute the singular value decomposition.
call lin sol svd(a, b, x, nrhs=0,¢&
s=s, u=u, V=V)

! How many terms, to the nearest integer, exactly
! match the circle?

c = zero; k = count (s > half)
do i=1, k
c = c + spread(u(l:n,i),2,n)*spread(v(l:n,i),1,n)*s (1)
if (count (int(c-a) /= 0) == 0) exit
end do

if (i < k) then

write (*,*) 'Example 3 for LIN SOL SVD is correct.'
end 1if
end

Output

Example 3 for LIN SOL SVD is correct.

Example 4: Laplace Transform Solution

This example illustrates the solution of a linear least-squares system where the matrix is poorly
conditioned. The problem comes from solving the integral equation:

j;e“f(t)dt =5 <l—efs)= g(s)

The unknown function f{¢) = 1 is computed. This problem is equivalent to the numerical inversion
of the Laplace Transform of the function g(s) using real values of 7 and s, solving for a function
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that is nonzero only on the unit interval. The evaluation of the integral uses the following
approximate integration rule:

L

jf(t)e’”dt = zlf(t’” edt

0 t;

The points {t/.} are chosen equally spaced by using the following:

The points {s j} are computed so that the range of g(s) is uniformly sampled. This requires the

solution of m equations

i
S )=9o =
g(s)=¢g p—
forj=1,...,nand i =1, ..., m. Fortran 90 array operations are used to solve for the collocation

points {si} as a single series of steps. Newton's method,

h
S 5——
h’

is applied to the array function
h(s) =e¢’ +sg-1
where the following is true:

g:[gla""gm]T

Note the coefficient matrix for the solution values

f=[r)s s )]T

whose entry at the intersection of row i and column j is equal to the value

iy
I e 'dt

4

is explicitly integrated and evaluated as an array operation. The solution analysis of the resulting
linear least-squares system

Af =g
is obtained by computing the singular value decomposition
A=USV"

An approximate solution is computed with the transformed right-hand side
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b=U"g

followed by using as few of the largest singular values as possible to minimize the following
squared error residual:

< 2
2(1-7))
j=
This determines an optimal value & to use in the approximate solution
kv,
J
/= Zb/—
j=1 %
Also, see operator ex16, supplied with the product examples.
use lin sol svd int
use rand gen int
use error option packet
implicit none

! This is Example 4 for LIN SOL SVD.

integer i, j, k

integer, parameter :: m=64, n=16
real (kind(1e0)), parameter :: one=1le0, zero=0.0e0
real (kind(1e0)) :: g(m), s(m), t(n+l), a(m,n), b(m,1), &

f(n,1), U S(mym), V _S(n,n), S S(n), &
rms, oldrms
real (kind(1le0)) :: delta g, delta t

delta g = one/real (m+l,kind(one))

! Compute which collocation equations to solve.
do i=1,m
g(i)=i*delta g
end do

! Compute equally spaced quadrature points.
delta t =one/real (n,kind(one))
do j=1,n+1
t(j)=(j-1)*delta t
end do

! Compute collocation points.
s=m
solve equations: do
s=s- (exp (-s) - (one-s*qg) )/ (g-exp(-s))
if (sum(abs((one-exp(-s))/s - g)) <= &
epsilon (one) *sum(g)) &
exit solve equations
end do solve equations

! Evaluate the integrals over the quadrature points.
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a = (exp(-spread(t(l:n),1l,m)*spread(s,2,n)) &
- exp(-spread(t(2:n+l),1,m) *spread(s,2,n))) / &
spread (s, 2,n)
b(l:,1)=g

! Compute the singular value decomposition.

call lin sol svd(a, b, f, nrhs=0, &
rank=k, u=U_S, v=V_S, s=S 8S)

! Singular values that are larger than epsilon determine

! the rank=k.
k = count(S_S > epsilon(one))
oldrms = huge (one)

g = matmul (transpose (U S), b(l:m,1))

! Find the minimum number of singular values that gives a good
! approximation to f(t) = 1.

do i=1,k
f(l:n,1) = matmul(V_S(1:,1:1i), g(1l:i)/S_S(1l:1i))
f = f£f - one
rms = sum(f**2)/n
if (rms > oldrms) exit
oldrms = rms
end do
write (*,"( ' Using this number of singular values, ', &

&i4 / ' the approximate R.M.S. error is ', 1lpel2.4)") &
i-1, oldrms

if (sgrt(oldrms) <= delta t**2) then
write (*,*) 'Example 4 for LIN SOL SVD is correct.'

end 1if

end

Output

Example 4 for LIN SOL SVD is correct.

LIN_SOL_TRI

Solves multiple systems of linear equations

ij/. =Y J =1,...,k

Each matrix 4; is tridiagonal with the same dimension, n. The default solution method is based on
LU factorization computed using cyclic reduction or, optionally, Gaussian elimination with partial
pivoting.
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Required Arguments

C — Array of size 2n x k containing the upper diagonals of the matrices 4;. Each upper
diagonal is entered in array locations c(1:n — 1, ). The data C(n, 1:k) are not used.
(Input [/Output])

The input data is overwritten. See note below.

D — Array of size 2n x k containing the diagonals of the matrices 4;. Each diagonal is
entered in array locations D(1: n, j). (Input [/Output])
The input data is overwritten. See note below.

B — Array of size 2n x k containing the lower diagonals of the matrices 4;. Each lower
diagonal is entered in array locations B(2:n, j). The data
B(1, 1:k) are not used. (Input [/Output])
The input data is overwritten. See note below.

Y — Array of size 2n x k containing the right-hand sides, y;. Each right-hand side is entered
in array locations Y(1:#, j). The computed solution x; is returned in locations Y(1:n, j).
(Input [/Output])

NOTE: The required arguments have the Input data overwritten. If these quantities are
used later, they must be saved in user-defined arrays. The routine uses each array's
locations (n + 1:2 * n, 1:k) for scratch storage and intermediate data in the LU
factorization. The default values for problem dimensions are n = (size (D, 1))/2 and

k = size (D, 2).

Optional Arguments

NCOLS = n (Input)
Uses arrays C(1:n—1, 1:k), D(1:n, 1:k), and B(2:n, 1:k) as the upper, main and
lower diagonals for the input tridiagonal matrices. The right-hand sides and solutions
are in array Y(1:n, 1:k). Note that each of these arrays are rank-2.
Default: n = (size(D, 1))/2

NPROB = k (Input)
The number of systems solved.
Default: k = size(D, 2)

iopt = iopt(:) (Input)
Derived type array with the same precision as the input matrix. Used for passing
optional data to the routine. The options are as follows:

Packaged Options for LIN_SOL_TRI

Option Prefix = ? Option Name Option Value

s ,d,c,z lin sol tri set small 1
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Packaged Options for LIN_SOL_TRI
s ,d,c ,z_ lin sol tri set jolt 2
s ,d,c ,z_ lin sol tri scan for NaN 3
s ,d,c ,z_ lin sol tri factor only 4
s ,d,c ,z_ lin sol tri solve only 5
s ,d ,c ,z_ lin sol tri use Gauss_elim 6
iopt (I0) = ? options(? lin sol tri set small, Small)

Whenever a reciprocation is performed on a quantity smaller than Small, it is replaced
by that value plus 2 x jolt.
Default: 0.25 x epsilon()

iopt (I0) = ? options(? lin sol tri set jolt, jolt)
Default: epsilon(), machine precision

iopt (IO) = ? options(? lin sol tri scan for NaN, ? dummy)
Examines each input array entry to find the first value such that

isNaN(C(i,]j)) .or.

isNaN(D(i,3j)) .or.
isNaN(B(i,j)) .or.
isNaN(Y(i,]j)) == .true.

See the isNaN () function, Chapter 10.
Default: Does not scan for NaNs.
iopt (I0) = ? options(? lin sol tri factor only, ? dummy)
Obtain the LU factorization of the matrices 4;. Does not solve for a solution.
Default: Factor the matrices and solve the systems.

iopt (I0) = ? options(? lin sol tri solve only, ? dummy)
Solve the systems 4;x; = y; using the previously computed LU factorization.
Default: Factor the matrices and solve the systems.

iopt (I0) = ? options(? lin sol tri use Gauss elim, ? dummy)
The accuracy, numerical stability or efficiency of the cyclic reduction algorithm may
be inferior to the use of LU factorization with partial pivoting.
Default: Use cyclic reduction to compute the factorization.

FORTRAN 90 Interface
Generic: CALL LIN SOL TRI(C,D,B,Y [,..])

Specific: ~ The specific interface names are S LIN SOL TRI,D LIN SOL TRI,
C_LIN_SOL_TRI,and Zz LIN SOL_TRI.
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Description

Routine 1in_sol tri solves k systems of tridiagonal linear algebraic equations, each problem of
dimension n x n. No relation between k and # is required. See Kershaw, pages 86—88 in Rodrigue
(1982) for further details. To deal with poorly conditioned or singular systems, a specific
regularizing term is added to each reciprocated value. This technique keeps the factorization
process efficient and avoids exceptions from overflow or division by zero. Each occurrence of an

array reciprocal a™' is replaced by the expression (a + t)f1 , where the array temporary ¢ has the

value 0 whenever the corresponding entry satisfies |a| > Small. Alternately, ¢ has the value 2 x jolt.
(Every small denominator gives rise to a finite “jolt”.) Since this tridiagonal solver is used in the
routines 1in svd and lin eig self for inverse iteration, regularization is required. Users can
reset the values of Small and jolt for their own needs. Using the default values for these
parameters, it is generally necessary to scale the tridiagonal matrix so that the maximum
magnitude has value approximately one. This is normally not an issue when the systems are
nonsingular.

The routine is designed to use cyclic reduction as the default method for computing the LU
factorization. Using an optional parameter, standard elimination and partial pivoting will be used
to compute the factorization. Partial pivoting is numerically stable but is likely to be less efficient
than cyclic reduction.

Fatal, Terminal, and Warning Error Messages

See the messages.gls file for error messages for LIN sSoL TRI. These error messages are
numbered 1081-1086; 1101-1106; 1121-1126; 1141-1146.

Example 1: Solution of Multiple Tridiagonal Systems

The upper, main and lower diagonals of n systems of size n x n are generated randomly. A scalar
is added to the main diagonal so that the systems are positive definite. A random vector x; is
generated and right-hand sides y; = 4; y; are computed. The routine is used to compute the
solution, using the 4; and y;. The results should compare closely with the x; used to generate the
right-hand sides. Also, see operator ex17, supplied with the product examples.

use lin sol tri int

use rand gen_ int

use error option packet
implicit none

! This is Example 1 for LIN SOL TRI.

integer 1

integer, parameter :: n=128

real (kind (1d0)), parameter :: one=1d0, zero=0d0

real (kind (1d0)) err

real (kind (1d0)), dimension(2*n,n) :: d, b, ¢, res(n,n), &

t(n), %, y

! Generate the upper, main, and lower diagonals of the
! n matrices A i. For each system a random vector x is used
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! to construct the right-hand side, Ax = y. The lower part
! of each array remains zero as a result.

c = zero; d=zero; b=zero; x=zero
doi=1, n
call rand gen (c(l:
call rand gen (d(1:
call rand gen (b(l:
call rand gen (x(1:
end do

! Add scalars to the main diagonal of each system so that
! all systems are positive definite.

t = sum(c+d+b,DIM=1)

d(l:n,1l:n) = d(l:n,1:n) + spread(t,DIM=1,NCOPIES=n)

! Set Ax = y. The vector x generates y. Note the use
! of EOSHIFT and array operations to compute the matrix
! product, n distinct ones as one array operation.

y(l:n,l:n)=d(l:n,l:n)*x(l:n,1l:n) + &
c(l:n,1l:n)*EOSHIFT(x(1:n,1:n),SHIFT=+1,DIM=1) + &
b(l:n,1l:n)*EOSHIFT(x(1l:n,1:n),SHIFT=-1,DIM=1)

! Compute the solution returned in y. (The input values of c,
! d, b, and y are overwritten by lin sol tri.) Check for any
! error messages.

call lin sol tri (¢, d, b, y)

! Check the size of the residuals, y-x. They should be small,
! relative to the size of values in x.
res = x(l:n,1:n) - y(l:n,1l:n)
err = sum(abs(res)) / sum(abs(x(l:n,1l:n)))
if (err <= sqgrt(epsilon(one))) then
write (*,*) 'Example 1 for LIN SOL TRI is correct.'
end 1if

end

Output

Example 1 for LIN SOL TRI is correct.
Additional Examples

Example 2: Iterative Refinement and Use of Partial Pivoting

This program unit shows usage that typically gives acceptable accuracy for a large class of
problems. Our goal is to use the efficient cyclic reduction algorithm when possible, and keep on
using it unless it will fail. In exceptional cases our program switches to the LU factorization with
partial pivoting. This use of both factorization and solution methods enhances reliability and
maintains efficiency on the average. Also, see operator ex18, supplied with the product
examples.
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use lin sol tri int
use rand gen_ int

implicit none
! This is Example 2 for LIN SOL TRI.

integer i, nopt

integer, parameter :: n=128
real (kind (1le0)), parameter :: s one=le0, s zero=0e0
real (kind(1d0)), parameter :: d one=1d0, d zero=0d0
real (kind(1e0)), dimension(2*n,n) :: d, b, c, res(n,n), &
X, ¥
real (kind (1e0)) change new, change old, err
type(s_options) :: iopt(2) = s options(0,s zero)
real (kind (1d0)), dimension(n,n) :: d save, b save, c save, &

X save, y save, X sol
logical solve only

Cc = s _zero; d=s_zero; b=s zero; X=s_ zero

! Generate the upper, main, and lower diagonals of the
! matrices A. A random vector x is used to construct the
! right-hand sides: y=A*x.
doi=1, n
call rand gen (c(l:n
call rand gen (d(l:n
call rand gen (b(l:n,i
call rand gen (x(l:n,i
end do

! Save double precision copies of the diagonals and the
! right-hand side.

c save = c(l:n,1:n); d save = d(l:n,1:n)
b save = b(l:n,1:n); x save = x(l:n,1:n)
y save(l:n,1l:n) = d(l:n,1l:n)*x save + &

c(l:n,1:n)*EOSHIFT (x save,SHIFT=+1,DIM=1) + &
b(l:n,1l:n)*EOSHIFT (x_save, SHIFT=-1,DIM=1)

! Tterative refinement loop.
factorization choice: do nopt=0, 1
! Set the logical to flag the first time through.
solve only = .false.
x sol = d zero
change old = huge (s _one)

iterative refinement: do

! This flag causes a copy of data to be moved to work arrays
! and a factorization and solve step to be performed.
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if (.not. solve only) then
c(l:n,1l:n)=c save; d(l:n,1l:n)=d save
b(l:n,1l:n)=b save

end 1if

! Compute current residuals, y - A*x, using current x.
y(l:n,1:n) = -y save + &
d save*x sol + &
C _save*EOSHIFT (x_sol,SHIFT=+1,DIM=1) + &
b save*EOSHIFT (x sol, SHIFT=-1,DIM=1)
call lin sol tri (¢, d, b, y, iopt=iopt)
x sol = x sol + y(l:n,1:n)

change new = sum(abs(y(l:n,1:n)))

! If size of change is not decreasing, stop the iteration.
if (change new >= change old) exit iterative refinement

change old = change new
iopt (nopt+l) = s options(s lin sol tri solve only,s zero)
solve only = .true.
end do iterative refinement
! Use Gaussian Elimination if Cyclic Reduction did not get an
! accurate solution.
! It is an exceptional event when Gaussian Elimination is required.
if (sum(abs(x sol - x save)) / sum (abs (x_save)) &

<= sqgrt(epsilon(d one))) exit factorization choice

iopt = s_options(0,s_zero)
iopt (nopt+l) = s options(s lin sol tri use Gauss_elim,s zero)

end do factorization choice
! Check on accuracy of solution.
res = x(l:n,1l:n)- X save
err = sum(abs(res)) / sum(abs(x_save))
if (err <= sqgrt(epsilon(d one))) then
write (*,*) 'Example 2 for LIN SOL TRI is correct.'

end 1if

end
Output

Example 2 for LIN SOL TRI is correct.

Example 3: Selected Eigenvectors of Tridiagonal Matrices

The eigenvalues
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Ao,

of a tridiagonal real, self-adjoint matrix are computed. Note that the computation is performed
using the IMSL MATH/LIBRARY FORTRAN 77 interface to routine EVASB. The user may write
this interface based on documentation of the arguments (IMSL 2003, p. 480), or use the module

Numerical Libraries as we have done here. The eigenvectors corresponding to k£ < n of the
eigenvalues are required. These vectors are computed using inverse iteration for all the

eigenvalues at one step. See Golub and Van Loan (1989, Chapter 7). The eigenvectors are then

orthogonalized. Also, see operator ex19, supplied with the product examples.
use lin sol tri int
use rand gen int
use Numerical Libraries
implicit none

! This is Example 3 for LIN SOL TRI.

integer i, j, nopt

integer, parameter :: n=128, k=n/4, ncoda=1, lda=2
real (kind(1le0)), parameter :: s one=le0, s zero=0e0
real (kind (1e0)) A(lda,n), EVAL (k)
type(s_options) :: iopt(2)=s options(0,s zero)

(

real (kind(1le0)) d(n), b(n), d t(2*n,k), c t(2*n,k), perf ratio, &
b t(2*n,k), y t(2*n,k), eval t(k), res(n,k), temp

logical small

! This flag is used to get the k largest eigenvalues.
small = .false.

! Generate the main diagonal and the co-diagonal of the
! tridiagonal matrix.

call rand gen (b)
call rand gen (d)

A(l,1:)=b; A(2,1:)=d

! Use Numerical Libraries routine for the calculation of k
! largest eigenvalues.

CALL EVASB (N, K, A, LDA, NCODA, SMALL, EVAL)
EVAL T = EVAL

! Use DNFL tridiagonal solver for inverse iteration
! calculation of eigenvectors.
factorization choice: do nopt=0,1

! Create k tridiagonal problems, one for each inverse

! iteration system.
b t(l:n,1:k) = spread(b,DIM=2,NCOPIES=k)
c t(l:n,1:k) EOSHIFT (b_t(l:n,1:k),SHIFT=1,DIM=1)
d £t(l:n,1:k) spread(d,DIM=2,NCOPIES=k) - &
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spread (EVAL T,DIM=1,NCOPIES=n)

! Start the right-hand side at random values, scaled downward
! to account for the expected 'blowup' in the solution.
do i=1, k
call rand gen (y t(l:n,i))
end do

! Do two iterations for the eigenvectors.

do i=1, 2
y t(l:n,1:k) =y t(l:n,1:k)*epsilon(s_one)
call lin sol tri(c t, d t, b t, yv t, &
iopt=iopt)
iopt (nopt+l) = s options(s lin sol tri solve only,s zero)
end do
! Orthogonalize the eigenvectors. (This is the most

! intensive part of the computing.)
do j=1,k-1 ! Forward sweep of HMGS orthogonalization.
temp:s_one/sqrt(sum(y_t(l:n,j)**2))
y t(l:n,j)=y t(l:n,J)*temp

y t(l:n,j+l:k)=y t(l:n,j+l:k)+ &

spread (-matmul (y t(l:n,j),y t(l:n,j+1:k)), &
DIM=1,NCOPIES=n)* spread(y t(l:n,Jj),DIM=2,NCOPIES=k-]J)
end do
temp=s one/sqrt(sum(y t(l:n,k)**2))
y t(l:n,k)=y t(l:n,k)*temp

do j=k-1,1,-1 ! Backward sweep of HMGS.

y t(l:n,j+l:k)=y t(l:n,j+l:k)+ &

spread (-matmul (y t(l:n,3j),y t(l:n,j+1:k)), &
DIM=1,NCOPIES=n)* spread(y t(l:n,3j),DIM=2,NCOPIES=k-j)
end do

See if the performance ratio is smaller than the value one.

If it is not the code will re-solve the systems using Gaussian
Elimination. This is an exceptional event. It is a necessary
complication for achieving reliable results.

res(l:n,1:k) = spread(d,DIM=2,NCOPIES=k)*y t(l:n,1:k) + &
spread (b, DIM=2,NCOPIES=k) * &
EOSHIFT(y_t(l:n,l:k),SHIFT:—l,DIM:l) + &
EOSHIFT(Spread(b,DIM:2,NCOPIES=k)*y_t(l:n,l:k),SHIFT=1) &
-y t(l:n,1:k)*spread(EVAL T(1l:k),DIM=1,NCOPIES=n)

If the factorization method is Cyclic Reduction and perf ratio is
larger than one, re-solve using Gaussian Elimination. If the
method is already Gaussian Elimination, the loop exits
and perf ratio is checked at the end.
perf ratio = sum(abs(res(l:n,1:k))) / &
sum (abs (EVAL T(1l:k))) / &
epsilon(s_one) / (5*n)
if (perf ratio <= s one) exit factorization choice
iopt (nopt+l) = s options(s lin sol tri use Gauss elim,s zero)
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end do factorization choice
if (perf ratio <= s one) then

write (*,*) 'Example 3 for LIN SOL TRI is correct.'
end 1if

end

Output

Example 3 for LIN SOL TRI is correct.

Example 4: Tridiagonal Matrix Solving within Diffusion Equations
The normalized partial differential equation

ou  Ou
ut =E—_—= 3 = uxx
ot Ox

is solved for values of 0 <x < and ¢ > 0. A boundary value problem consists of choosing the

value
u(0,t)=u,
such that the equation
u (x1 A ) =u,
is satisfied. Arbitrary values
T 1
X, = E’ul =3
and
t, =1

are used for illustration of the solution process. The one-parameter equation
u(x,t)—u, =0
The variables are changed to
v(x,0)=u(x,1)—u,

that v(0, ) = 0. The function v(x, f) satisfies the differential equation. The one-parameter equation
solved is therefore

v(x,t)—(u, —u,)=0

To solve this equation for u, , use the standard technique of the variational equation,
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ou,

Thus

ow_w

ot ox

Since the initial data for

v(x,0)=—u,
the variational equation initial condition is

w(x, 0) =—1

This model problem illustrates the method of lines and Galerkin principle implemented with the
differential-algebraic solver, D2spG (IMSL 2003, pp. 889-911). We use the integrator in “reverse

communication” mode for evaluating the required functions, derivatives, and solving linear
algebraic equations. See Example 4 of routine DASPG for a problem that uses reverse
communication. Next see Example 4 of routine 1vPAG for the development of the piecewise-
linear Galerkin discretization method to solve the differential equation. This present example

extends parts of both previous examples and illustrates Fortran 90 constructs. It further illustrates
how a user can deal with a defect of an integrator that normally functions using only dense linear
algebra factorization methods for solving the corrector equations. See the comments in Brenan et

al. (1989, esp. p. 137). Also, see operator ex20, supplied with the product examples.
use lin sol tri int
use rand gen int
use Numerical Libraries

implicit none

This is Example 4 for LIN SOL TRI.

integer, parameter n=1000, ichap=5, iget=1l, iput=2, &
inum=6, irnum=7
real (kind(1e0)), parameter zero=0e0, one = 1le0
integer i, ido, in(50), inr(20), iopt(6), ival(7), &
iwk (35+n)
real (kind (1e0)) hx, pi value, t, u 0, u 1, atol, rtol, sval(2),
tend, wk(41+11*n), y(n), ypr(n), a diag(n), &

a off(n), r_diag(n), r off(n), t y(n), t ypr(n), &
t g(n), t diag(2*n,1), t upper(2*n,1l), &
t lower(2*n,1), t sol(2*n,1)

type (s_options) iopti(2)=s_options (0, zero)

character (2)
Define initial data.

t = 0.0e0
ul=1
ul=20.5
tend = one

54 e Chapter 1: Linear Systems

Fortran Numerical MATH LIBRARY



! Initial values for the variational equation.
y = -one; ypr= zero
pi value = const (pi)
hx = pi value/(n+1)

a diag = 2*hx/3
a off = hx/6
r diag -2/hx
r off = 1/hx

! Get integer option numbers.
iopt(l) = inum
call iumag ('math', ichap, iget, 1, iopt, in)

! Get floating point option numbers.
iopt(l) = irnum
call iumag ('math', ichap, iget, 1, iopt, inr)

! Set for reverse communication evaluation of the DAE.
iopt(l) = in(26)

ival(l) =0
! Set for use of explicit partial derivatives.
iopt (2) = in(5)

ival(2) =1
! Set for reverse communication evaluation of partials.
iopt (3) = in(29)

ival(3) =0
! Set for reverse communication solution of linear equations.
iopt(4) = in(31)

ival(4) = 0
! Storage for the partial derivative array are not allocated or
! required in the integrator.

iopt(5) = in(34)

ival(5) =1
! Set the sizes of iwk, wk for internal checking.
iopt (6) = in(35)
ival(6) = 35 + n
ival(7) = 41 + 11*n

! Set integer options:

call iumag ('math', ichap, iput, 6, iopt, ival)
! Reset tolerances for integrator:

atol = le-3; rtol= le-3

sval(l) = atol; sval(2) = rtol

iopt(l) = inr(5)
! Set floating point options:

call sumag ('math', ichap, iput, 1, iopt, sval)
! Integrate ODE/DAE. Use dummy external names for g(y,y')
! and partials.

ido =1

Integration Loop: do

call d2spg (n, t, tend, ido, vy, ypr, dgspg, djspg, iwk, wk)

! Find where g(y,y') goes. (It only goes in one place here, but can
! vary where divided differences are used for partial derivatives.)
iopt(l) = in(27)
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call iumag ('math', ichap, iget, 1, iopt, ival)
! Direct user response:
select case (ido)

case(1,4)
! This should not occur.

write (*,*) ' Unexpected return with ido = ', ido
stop
case (3)

! Reset options to defaults. (This is good housekeeping but not
! required for this problem.)

in = -in

call iumag ('math', ichap, iput, 50, in, ival)

inr = -inr

call sumag ('math', ichap, iput, 20, inr, sval)
exit Integration Loop
case (5)
! Evaluate partials of g(y,vy').
ty=y; t_ypr = ypr

t g = r diag*t y + r off*EOSHIFT (t y,SHIFT=+1) &
+ EOSHIFT(r off*t y,SHIFT=-1) &
- (a_diag*t ypr + a off*EOSHIFT(t ypr,SHIFT=+1) &
+ EOSHIFT (a_off*t ypr, SHIFT=-1))
! Move data from the assumed size to assumed shape arrays.
do i=1, n
wk (ival (1) +i-1) = t g(i)
end do
cycle Integration Loop

case (6)
! Evaluate partials of g(y,y').
! Get value of c j for partials.
iopt(l) = inr(9)
call sumag ('math', ichap, iget, 1, iopt, sval)

! Subtract ¢ j from diagonals to compute (partials for y')*c Jj.
! The linear system is tridiagonal.

t diag(l:n,1) = r diag - sval(l)*a diag

t upper(l:n,1) = r off - sval(l)*a off

t lower = EOSHIFT (t upper, SHIFT=+1,DIM=1)

cycle Integration Loop

case (7)
! Compute the factorization.
iopti(l) = s _options(s_1lin sol tri factor only, zero)

call lin sol tri (t upper, t diag, t lower, &
t sol, iopt=iopti)
cycle Integration Loop

case (8)
! Solve the system.
iopti(l) = s options(s lin sol tri solve only, zero)
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Move data from the assumed size to assumed shape arrays.
t sol(l:n,1)=wk(ival(l):ival(l)+n-1)

call lin sol tri (t upper, t diag, t lower, &
t sol, iopt=iopti)

Move data from the assumed shape to assumed size arrays.
wk(ival(l):ival(1l)+n-1)=t sol(l:n,1)

cycle Integration Loop

case (2)
! Correct initial value to reach u 1 at t=tend.
u0=u0- (ul*y(n/2) - (ul-u 0)) / (y(n/2) + 1)

! Finish up internally in the integrator.
ido = 3
cycle Integration Loop
end select
end do Integration Loop
write (*,*) 'The equation u t = u xx, with u(0,t) ="', u 0
write (*,*) 'reaches the value ',u 1, ' at time ="', tend, '.'
write (*,*) 'Example 4 for LIN SOL TRI is correct.'

end

Output

Example 4 for LIN SOL TRI is correct.

LIN_SVD

Computes the singular value decomposition (SVD) of a rectangular matrix, 4. This gives the
decomposition

A=USV"

where V'is an n x n orthogonal matrix, U is an m x m orthogonal matrix, and S is a real,
rectangular diagonal matrix.

Required Arguments

A — Array of size m x n containing the matrix. (Input [/Output])
If the packaged option 1in svd overwrite input is used, this array is not saved
on output.

S — Array of size min(m, n) containing the real singular values. These nonnegative values

are in non-increasing order. (Output)

U — Array of size m x m containing the singular vectors, U. (Output)
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V — Array of size n x n containing the singular vectors, V. (Output)

Optional Arguments

MROWS = m (Input)
Uses array A(1:m, 1:n) for the input matrix.
Default: m = size(a, 1)

NCOLS = n (Input)
Uses array A(1:m, 1:n) for the input matrix.
Default: n = size(a, 2)

RANK = k (Output)
Number of singular values that exceed the value Small. RANK will satisfy
k <= min(m, n).

iopt = iopt(:) (Input)
Derived type array with the same precision as the input matrix. Used for passing
optional data to the routine. The options are as follows:

Packaged Options for LIN_SVD

Option Prefix = ? Option Name Option Value
S ,d,c ,z lin svd set small 1
S,d,c ,z_ lin svd overwrite input 2
S ,d,c ,z_ lin svd scan_ for NaN 3
S ,d,c ,z_ lin svd use gr 4
S ,d,c ,z_ lin svd skip orth 5
S ,d,c ,z_ lin svd use gauss_elim 6
S ,d,c ,z_ lin svd set perf ratio 7

iopt (I0) = ? options(?_lin svd set small, Small)
If a singular value is smaller than Small, it is defined as zero for the purpose of
computing the rank of 4.

Default: the smallest number that can be reciprocated safely

iopt (IO) = ? options(? lin svd overwrite input, ?_ dummy)
Does not save the input array A(:, :).

iopt (IO) = ? options(? lin svd scan for NaN, ? dummy)
Examines each input array entry to find the first value such that

isNaN(a(i,j)) == .true.
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See the isNaN () function, Chapter 10.
Default: The array is not scanned for NaNs.

iopt (I0) = ? options(? lin svd use qgr, ?_ dummy)
Uses a rational QR algorithm to compute eigenvalues. Accumulate the singular vectors
using this algorithm.
Default: singular vectors computed using inverse iteration

iopt (I0) = ? options(? lin svd skip Orth, ? dummy)
If the eigenvalues are computed using inverse iteration, skips the final
orthogonalization of the vectors. This method results in a more efficient computation.
However, the singular vectors, while a complete set, may not be orthogonal.
Default: singular vectors are orthogonalized if obtained using inverse iteration

iopt (IO) = ? options(? lin svd use gauss_elim, ? dummy)
If the eigenvalues are computed using inverse iteration, uses standard elimination with
partial pivoting to solve the inverse iteration problems.
Default: singular vectors computed using cyclic reduction

iopt (I0) = ? options(? lin svd set perf ratio, perf ratio)
Uses residuals for approximate normalized singular vectors if they have a performance
index no larger than perf ratio. Otherwise an alternate approach is taken and the
singular vectors are computed again: Standard elimination is used instead of cyclic
reduction, or the standard QR algorithm is used as a backup procedure to inverse
iteration. Larger values of perf ratio are less likely to cause these exceptions.
Default: perf ratio = 4

FORTRAN 90 Interface

Generic: CALL LIN SVD (A,S,U,V [,..])
Specific: ~ The specific interface names are S LIN SvD,D LIN SvVD,C LIN SVD, and
Z_LIN_SVD.
Description

Routine 1in_svd is an implementation of the OR algorithm for computing the SVD of
rectangular matrices. An orthogonal reduction of the input matrix to upper bidiagonal form is
performed. Then, the SVD of a real bidiagonal matrix is calculated. The orthogonal decomposition
AV = US results from products of intermediate matrix factors. See Golub and Van Loan (1989,
Chapter 8) for details.

Fatal, Terminal, and Warning Error Messages

See the messages.gls file for error messages for LIN SvD. These error messages are numbered
1001-1010; 1021-1030; 1041-1050; 1061-1070.
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Example 1. Computing the SVD

The SVD of a square, random matrix 4 is computed. The residuals R = AV — US are small with respect
to working precision. Also, see operator ex21, supplied with the product examples.

use lin svd int
use rand gen int

implicit none

! This is Example 1 for LIN SVD.

integer, parameter :: n=32

real (kind (1d0)), parameter :: one=1d0

real (kind (1d0)) err

real (kind (1d0)), dimension(n,n) :: A, U, V, S(n), y(n*n)

! Generate a random n by n matrix.
call rand gen(y)
A = reshape(y, (/n,n/))

! Compute the singular value decomposition.
call lin svd(A, S, U, V)

! Check for small residuals of the expression A*V - U*S.
err = sum(abs (matmul (A,V) - U*spread(S,dim=1,ncopies=n))) &
/ sum(abs(S))
if (err <= sqgrt(epsilon(one))) then
write (*,*) 'Example 1 for LIN SVD is correct.'
end 1if
end

Output

Example 1 for LIN SVD is correct.
Additional Examples

Example 2: Linear Least Squares with a Quadratic Constraint

An m x n matrix equation Ax = b, m > n, is approximated in a least-squares sense. The matrix b is
size m x k. Each of the & solution vectors of the matrix x is constrained to have Euclidean length of
value o; > 0. The value of a,; is chosen so that the constrained solution is 0.25 the length of the
nonregularized or standard least-squares equation. See Golub and Van Loan (1989, Chapter 12)
for more details. In the Example 2 code, Newton’s method is used to solve for each regularizing
parameter of the k systems. The solution is then computed and its length is checked. Also, see
operator_ex22, supplied with the product examples.

use lin svd int
use rand gen_ int

implicit none
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! This is Example 2 for LIN SVD.

integer, parameter :: m=64, n=32, k=4
real (kind (1d0)), parameter :: one=1d0, zero=0d0
real (kind (1d0)) a(m,n), s(n), u(m,m), v(n,n), y(m*max(n,k)), &

b(m, k), x(n,k), g(m, k), alpha(k), lamda(k), &
delta lamda(k), t g(n,k), s sq(n), phi(n,k), &
phi dot(n, k), rand(k), err

! Generate a random matrix for both A and B.
call rand gen(y)
a = reshape (y, (/m,n/))

call rand gen (y)
b = reshape(y, (/m,k/))

! Compute the singular value decomposition.
call lin svd(a, s, u, V)

! Choose alpha so that the lengths of the regularized solutions
! are 0.25 times lengths of the non-regularized solutions.

g = matmul (transpose (u),b)
x = matmul (v, spread(one/s,dim=2,ncopies=k) *g(l:n,1:k))
alpha = 0.25*sqgrt (sum(x**2,dim=1))

t g = g(l:n,1:k)*spread(s,dim=2,ncopies=k)
s sq = s**2; lamda = zero

solve for lamda: do
x:one/(spread(s_sq,dim=2,ncopies=k)+ &
spread (lamda,dim=1,ncopies=n))
phi = (t _g*x)**2; phi dot = -2*phi*x
delta lamda = (sum(phi,dim=1)-alpha**2)/sum(phi dot,dim=1)

! Make Newton method correction to solve the secular equations for
! lamda.
lamda = lamda - delta lamda

if (sum(abs(delta lamda)) <= &
sgrt (epsilon (one)) *sum(lamda)) &
exit solve for lamda

! This is intended to fix up negative solution approximations.
call rand gen(rand)
where (lamda < 0) lamda = s (1) * rand

end do solve for lamda
! Compute solutions and check lengths.
x = matmul (v, t g/ (spread(s_sq,dim=2,ncopies=k)+ &

spread (lamda,dim=1,ncopies=n)))

err = sum(abs (sum(x**2,dim=1) - alpha**2))/sum(abs (alpha**2))
if (err <= sqgrt(epsilon(one))) then
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write (*,*) 'Example 2 for LIN SVD is correct.'
end 1if

end

Output

Example 2 for LIN SVD is correct.

Example 3: Generalized Singular Value Decomposition

The n x n matrices 4 and B are expanded in a Generalized Singular Value Decomposition
(GSVD). Two n x n orthogonal matrices, U and V, and a nonsingular matrix X are computed such
that

AX = Udiag(c],...,cn)
and

BX = Vdiag(sl,...,sn)

The values s, and c, ; are normalized so that

The ¢, are nonincreasing, and the s, are nondecreasing. See Golub and Van Loan (1989, Chapter

8) for more details. Our method is based on computing three SVDs as opposed to the OR
decomposition and two SVDs outlined in Golub and Van Loan. As a bonus, an SVD of the matrix
X is obtained, and you can use this information to answer further questions about its conditioning.
This form of the decomposition assumes that the matrix

o

has all its singular values strictly positive. For alternate problems, where some singular values of
D are zero, the GSVD becomes

U4 :diag(cl,...,c”)W
and
VB =diag (s,,...,s,)W

The matrix W has the same singular values as the matrix D. Also, see operator ex23, supplied
with the product examples.

use lin svd int
use rand gen int

implicit none

This is Example 3 for LIN_ SVD.
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integer, parameter :: n=32

integer i

real (kind (1d0)), parameter :: one=1.0d0

real (kind(1d0)) a(n,n), b(n,n), d(2*n,n), x(n,n), u d(2*n,2*n), &
v d(n,n), v c(n,n), u c(n,n), v _s(n,n), u s(n,n), &
y(n*n), s d(n), c(n), s(n), sc c(n), sc_s(n), &
errl, err2

! Generate random square matrices for both A and B.

call rand gen(y)
a = reshape(y, (/n,n/))

call rand gen (y)
b = reshape(y, (/n,n/))

! Construct D; A is on the top; B is on the bottom.

d(l:n,1l:n) = a
d(n+l:2*n,1:n) = b
! Compute the singular value decompositions used for the GSVD.

call lin svd(d, s d, u d, v_d)
call lin svd(u d(l:n,1:n), ¢, u.c, v_c)
call lin svd(u d(n+l:,1:n), s, u s, v_s)

! Rearrange c(:) so it is non-increasing. Move singular
! vectors accordingly. (The use of temporary objects sc_c and
! x is required.)

sc ¢ = c(n:1:-1); ¢ = sc c
x =u c(l:n,n:1:-1); u c = x
x =v c(l:n,n:l:-1); v.c = x

! The columns of v_c and v_s have the same span. They are
! equivalent by taking the signs of the largest magnitude values
! positive.

do i=1, n
sc_c(i) = sign(one,v_c(sum(maxloc(abs(v_c(l:n,1i)))
sc_s (i) = sign(one,v_s(sum(maxloc(abs(v_s(l:n,i)))),
end do

v_c = v_c*spread(sc_c,dim=1,ncopies=n)
= u_c*spread(sc_c,dim=1,ncopies=n)

o
Q
|

v_s = v_s*spread(sc_s,dim=1,ncopies=n)
u s = u s*spread(sc_s,dim=1,ncopies=n)

! In this form of the GSVD, the matrix X can be unstable if D
! is ill-conditioned.

x = matmul (v_d*spread(one/s_d,dim=1,ncopies=n),v_c)

! Check residuals for GSVD, A*X = u c*diag(c 1, ..., c n), and
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! B*X = u_s*diag(s_1, ..., s n).

errl = sum(abs(matmul (a,x) - u c*spread(c,dim=1,ncopies=n))) &
/ sum(s_d)

err2 = sum(abs (matmul (b,x) - u s*spread(s,dim=1,ncopies=n))) &
/ sum(s_d)

if (errl <= sgrt(epsilon(one)) .and. &

err2 <= sqgrt(epsilon(one))) then

write (*,*) 'Example 3 for LIN SVD is correct.'
end 1if

end

Example 4: Ridge Regression as Cross-Validation with Weighting

This example illustrates a particular choice for the ridge regression problem: The least-squares
problem Ax = b is modified by the addition of a regularizing term to become

min, (| [} + 2° ;)

The solution to this problem, with row & deleted, is denoted by x(A). Using nonnegative weights
Wy, ..., Wn), the cross-validation squared error C(A) is given by:

= ;Z::Wk (a,ka (2)-b, )2

With the SVD 4 = USV" and product g = U’b, this quantity can be written as

2
2

" b Zuk/g/ ( 12)
=>w, .

k=1 n s°
2 J

L‘EZ”M 2 2

j=1 Sj+ﬂ

This expression is minimized. See Golub and Van Loan (1989, Chapter 12) for more details. In the
Example 4 code, mC()), at p = 10 grid points are evaluated using a log-scale with respect to A,
0.1s, <4 <10s,. Array operations and intrinsics are used to evaluate the function and then to

choose an approximate minimum. Following the computation of the optimum A, the regularized
solutions are computed. Also, see operator ex24, supplied with the product examples.

use lin svd int
use rand gen int

implicit none
! This is Example 4 for LIN SVD.

integer 1
integer, parameter :: m=32, n=16, p=10, k=4
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real (kind (1d0)), parameter :: one=1d0

real (kind(1d0)) log lamda, log lamda t, delta log lamda

real (kind(1d0)) a(m,n), b(m,k), w(m, k), g(m, k), t(n), s(n), &
s_sq(n), u(m,m), v(n,n), y(m*max(n,k)), &
c lamda (p, k), lamda(k), x(n,k), res(n,k)

! Generate random rectangular matrices for A and right-hand
! sides, b.

call rand gen(y)

a = reshape(y, (/m,n/))

call rand gen(y)
b = reshape (y, (/m,k/))

! Generate random weights for each of the right-hand sides.
call rand gen(y)
w = reshape (y, (/m,k/))

! Compute the singular value decomposition.
call lin svd(a, s, u, V)

g = matmul (transpose (u),b)
S _sq = s**2

log lamda = log(10.*s(1l)); log lamda t=log lamda
delta log lamda = (log lamda - log(0.l1*s(n))) / (p-1)

! Choose lamda to minimize the "cross-validation" weighted
! square error. First evaluate the error at a grid of points,
! uniform in log scale.

cross_validation error: do i=1, p
t = s_sq/(s_sg+texp(log lamda))
c lamda (i, :) = sum(w* ((b-matmul(u(l:m,1l:n),g(l:n,1l:k)* &

spread (t, DIM=2,NCOPIES=k)))/ &
(one-matmul (u(l:m,1l:n)**2, &
spread(t, DIM=2,NCOPIES=k))))**2,DIM=1)
log lamda = log lamda - delta log lamda
end do cross_validation error

! Compute the grid value and lamda corresponding to the minimum.

do i=1, k
lamda (i) = exp(log lamda t - delta log lamda* &
(sum(minloc(c_lamda(l:p,1i)))-1))
end do

! Compute the solution using the optimum "cross-validation"
! parameter.

x = matmul (v,g(l:n,1l:k)*spread(s,DIM=2,NCOPIES=k)/ &
(spread(s_sq,DIM=2,NCOPIES=k)+ &
spread (lamda, DIM=1,NCOPIES=n)))

! Check the residuals, using normal equations.
res = matmul (transpose(a),b-matmul (a,x)) - &
spread (lamda, DIM=1,NCOPIES=n) *x
if (sum(abs(res))/sum(s_sqg) <= &
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sqgrt (epsilon (one))) then
write (*,*) 'Example 4 for LIN SVD is correct.'
end 1if

end

Output

Example 4 for LIN SVD is correct.

Parallel Constrained Least-Squares Solvers

Solving Constrained Least-Squares Systems

The routine PARALLEL NONNEGATIVE LSQ is used to solve dense least-squares systems. These
are represented by Ax = b where 4 is an mxn coefficient data matrix, b is a given right-hand
side m -vector, and x is the solution n -vector being computed. Further, there is a constraint
requirement, x > 0. The routine PARALLEL BOUNDED LSQ is used when the problem has lower
and upper bounds for the solution, o < x < #. By making the bounds large, individual constraints
can be eliminated. There are no restrictions on the relative sizes of m and n. When n is large,
these codes can substantially reduce computer time and storage requirements, compared with
using a routine for solving a constrained system and a single processor.

The user provides the matrix partitioned by blocks of columns: 4 = [A] |4, ]...] Ak] . An
individual block of the partitioned matrix, say 4, , is located entirely on the processor with rank

MP_RANK=p -1, where MP_RANK is packaged in the module MPT SETUP INT. This module,

and the function MP_SETUP () , define the Fortran Library MPI communicator,
MP_LIBRARY WORLD. See Chapter 10, Dense Matrix Parallelism Using MPI.

PARALLEL NONNEGATIVE LSQ
EMPI

For a detailed description of MPI Requirements see “Dense Matrix Parallelism Using MPI” in
Chapter 10 of this manual.

Solves a linear, non-negative constrained least-squares system.

Usage Notes
CALL PARALLEL NONNEGATIVE LSQ&

(3, B, X, RNORM, W, INDEX, IPART, IOPT = IOPT)
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Required Arguments

A(1:M,:)— (Input/Output) Columns of the matrix with limits given by entries in the array
IPART (1:2,1l:max (1,MP NPROCS)). Onoutput 4, isreplaced by the product 04, ,

where Q is an orthogonal matrix. The value SIZE (A, 1) defines the value of M. Each
processor starts and exits with its piece of the partitioned matrix.

B(1:M) — (Input/Output) Assumed-size array of length M containing the right-hand side
vector, b . On output b is replaced by the product Ob , where Q is the orthogonal

matrix applied to 4 . All processors in the communicator start and exit with the same
vector.

X(1:N) — (Output) Assumed-size array of length N containing the solution, x > 0. The
value STZE (x) defines the value of N. All processors exit with the same vector.

RNORM — (Output) Scalar that contains the Euclidean or least-squares length of the residual
vector, ||Ax - b" . All processors exit with the same value.

W(1:N) — (Output) Assumed-size array of length N containing the dual vector,
w=A"(b—Ax)<0. All processors exit with the same vector.

INDEX(1:N) — (Output) Assumed-size array of length N containing the NSETP indices of
columns in the positive solution, and the remainder that are at their constraint. The
number of positive components in the solution x is give by the Fortran intrinsic
function value,

NSETP=COUNT (X > 0) . All processors exit with the same array.

IPART(1:2,1:max(1,MP_NPROCS)) — (Input) Assumed-size array containing the
partitioning describing the matrix 4 . The value MP_NPROCS is the number of
processors in the communicator,
except when MPI has been finalized with a call to the routine MP_SETUP ( ‘Final’).
This causes MP_NPROCS to be assigned 0. Normally users will give the partitioning to
processor of rank = MP_RANK by setting IPART (1,MP_RANK+1) = first column
index, and IPART (2,MP_RANK+1)= last column index. The number of columns per
node is typically based on their relative computing power. To avoid a node with rank
MP_RANK doing any work except communication, set IPART (1,MP_RANK+1) = 0 and
IPART (2,MP_RANK+1)= -1. In this exceptional case there is no reference to the
array A(:,:) at that node.

Optional Argument

IOPT(:)— (Input) Assumed-size array of derived type S OPTIONS or D OPTIONS. This
argument is used to change internal parameters of the algorithm. Normally users will
not be concerned about this argument, so they would not include it in the argument list
for the routine.

Chapter 1: Linear Systems PARALLEL_NONNEGATIVE_LSQ ¢ 67



Packaged Options for PARALLEL_NONNEGATIVE_LSQ
Option Name Option Value
PNLSQ SET TOLERANCE 1
PNLSQ SET MAX ITERATIONS 2
PNLSQ SET MIN RESIDUAL 3

IOPT (IO)=?_ OPTIONS (PNLSQ SET TOLERANCE, TOLERANCE) Replaces the default rank
tolerance for using a column, from EPSILON(TOLERANCE) to TOLERANCE.
Increasing the value of TOLERANCE will cause fewer columns to be moved from
their constraints, and may cause the minimum residual RNORM to increase.

IOPT(IO)=? OPTIONS (PNLSQ SET MIN RESIDUAL, RESID) Replaces the default target
for the minimum residual vector length from 0 to RESID. Increasing the value of
RESID can result in fewer iterations and thus increased efficiency. The descent in the
optimization will stop at the first point where the minimum residual RNORM is smaller
than RESTD. Using this option may result in the dual vector not satisfying its optimality
conditions, as noted above.

IOPT (I0)= PNLSQ SET MAX ITERATIONS

IOPT(IO+1)= NEW MAX ITERATIONS Replaces the default maximum number of iterations
from 3*N to NEW_MAX ITERATIONS. Note that this option requires two entries in the
derived type array.

FORTRAN 90 Interface

Generic: CALL PARALLEL NONNEGATIVE LSQ (&, B, X, RNORM, W, INDEX,
IPART [,..])

Specific:  The specific interface names are S PARALLEL NONNEGATIVE LSQ and
D PARALLEL NONNEGATIVE LSQ.

Description

Subroutine PARALLEL NONNEGATIVE LSQ solves the linear least-squares system Ax=b, x>0,

using the algorithm NNLS found in Lawson and Hanson, (1995), pages 160-161. The code now
updates the dual vector w of Step 2, page 161. The remaining new steps involve exchange of
required data, using MPI.

Example 1: Distributed Linear Inequality Constraint Solver

The program PNLSQ EX1 illustrates the computation of the minimum Euclidean length solution of
an m'xn' system of linear inequality constraints , Gy > & . The solution algorithm is based on

Algorithm LDP, page 165-166, loc. cit. The rows of E = [G : h] are partitioned and assigned
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random values. When the minimum Euclidean length solution to the inequalities has been
calculated, the residuals » = Gy —h >0 are computed, with the dual variables to the NNLS

problem indicating the entries of 7 that are precisely zero.

The fact that matrix products involving both £ and E” are needed to compute the constrained
solution y and the residuals 7, implies that message passing is required. This occurs after the

NNLS solution is computed.

PROGRAM PNLSQ EXI1
! Use Parallel nonnegative LSQ to solve an inequality
! constraint problem, Gy >= h. This algorithm uses
! Algorithm LDP of Solving Least Squares Problems,
! page 165. The constraints are allocated to the
! processors, by rows, in columns of the array A(:,:).
USE PNLSQ INT
USE MPI SETUP_ INT
USE RAND INT
USE SHOW INT

IMPLICIT NONE
INCLUDE "mpif.h"

INTEGER, PARAMETER :: MP=500, NP=400, M=NP+1l, N=MP

REAL (KIND(1D0)), PARAMETER :: ZERO=0D0, ONE=1DO
REAL (KIND(1D0)), ALLOCATABLE :: &

A(:,:), B(:), X(:), Y(:), W(:), ASAVE(:,:)
REAL (KIND (1D0)) RNORM
INTEGER, ALLOCATABLE :: INDEX(:), IPART(:,:)

INTEGER K, L, DN, J, JSHIFT, IERROR
LOGICAL :: PRINT=.false.

! Setup for MPI:
MP_NPROCS=MP SETUP ()

DN=N/max (1, max (1,MP_NPROCS))-1
ALLOCATE(IPART(2,max(l,MP_NPROCS)))

! Spread constraint rows evenly to the processors.
IPART (1,1)=1
DO L=2,MP NPROCS
IPART (2,L-1)=IPART(1,L-1)+DN
IPART (1,L)=IPART (2,L-1)+1
END DO
IPART (2,MP_NPROCS) =N

! Define the constraint data using random values.
K=max (0, IPART (2, MP_RANK+1) -IPART (1,MP_RANK+1) +1)
ALLOCATE (A (M, K), ASAVE (M,K), X(N), W(N), &
B(M), Y(M), INDEX(N))

! The use of ASAVE can be removed by regenerating
! the data for A(:,:) after the return from
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! Parallel nonnegative LSQ.
A=rand (A); ASAVE=A
IF (MP_RANK == .and. PRINT) &
CALL SHOW (IPART, &
"Partition of the constraints to be solved")

! Set the right-hand side to be one in the last component, zero elsewhere.
B=ZERO; B (M) =ONE

! Solve the dual problem.
CALL Parallel nonnegative LSQ &
(A, B, X, RNORM, W, INDEX, IPART)

! Each processor multiplies its block times the part of
! the dual corresponding to that part of the partition.
Y=ZERO
DO J=IPART (1,MP RANK+1), IPART (2,MP RANK+1)
JSHIFT=J-IPART (1,MP_RANK+1)+1
Y=Y+ASAVE (:, JSHIFT) *X (J)
END DO

! Accumulate the pieces from all the processors. Put sum into B(:)
! on rank 0 processor.
B=Y
IF (MP_NPROCS > 1) &
CALL MPI REDUCE(Y, B, M, MPI DOUBLE PRECISION, &
MPI SUM, 0, MP LIBRARY WORLD, IERROR)
IF(MP_RAN == () THEN

! Compute constrained solution at the root.
! The constraints will have no solution if B(M) = ONE.
! A1l of these example problems have solutions.
B (M) =B (M) -ONE; B=-B/B (M)
END IF

! Send the inequality constraint solution to all nodes.
IF (MP_NPROCS > 1) &
CALL MPIiBCAST(B, M, MPI DOUBLE PRECISION, &
0, MP_LIBRARY WORLD, IERROR)

! For large problems this printing needs to be removed.
IF (MP_RANK == 0 .and. PRINT) &
CALL SHOW(B(1:NP), &
"Minimal length solution of the constraints")

! Compute residuals of the individual constraints.
! If only the solution is desired, the program ends here.
X=ZERO
DO J=IPART (1,MP_RANK+1),IPART (2,MP RANK+1)
JSHIFT=J-IPART (1,MP RANK+1)+1
X (J)=dot product (B,ASAVE (:,JSHIFT))
END DO

! This cleans up residuals that are about rounding
! error unit (times) the size of the constraint
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equation and right-hand side. They are replaced
by exact zero.
WHERE (W == ZERO) X=ZERO; W=X

Each group of residuals is disjoint, per processor.
We add all the pieces together for the total set of
constraints.
IF(MP_NPROCS > 1) &
CALL MPI REDUCE (X, W, N, MPI DOUBLE PRECISION, &
MPI SUM, 0, MP_ LIBRARY WORLD, IERROR)
IF(MP_RANK == (0 .and. PRINT) &
CALL SHOW (W, "Residuals for the constraints")

See to any errors and shut down MPI.
MP_NPROCS:MP_SETUP('Final')

IF (MP_RANK == 0) THEN
IF (COUNT (W < ZERO) == 0) WRITE (*,*) &
" Example 1 for PARALLEL NONNEGATIVE LSQ is correct."
END IF
END
Output

Example 1 for PARALLEL NONNEGATIVE LSQ is correct.

Additional Examples

Example 2: Distributed Non-negative Least-Squares

The program PNLSQ EX2 illustrates the computation of the solution to a system of linear least-
squares equations with simple constraints: a[Tx =b,i=1,..,m, subjectto x> 0. In this example

we write the row vectors [aiT : bl} on a file. This illustrates reading the data by rows and

arranging the data by columns, as required by PARALLEL _NONNEGATIVE LSQ. After reading the
data, the right-hand side vector is broadcast to the group before computing a solution, x . The
block-size is chosen so that each participating processor receives the same number of columns,
except any remaining columns sent to the processor with largest rank. This processor contains the
right-hand side before the broadcast.

This example illustrates connecting a BLACS ‘context’ handle and the Fortran Library MPI
communicator, MP_LIBRARY WORLD, described in Chapter 10.

PROGRAM PNLSQiEXZ
Use Parallel Nonnegative LSQ to solve a least-squares
problem, A x = b, with x >= 0. This algorithm uses a
distributed version of NNLS, found in the book
Solving Least Squares Problems, page 165. The data is
read from a file, by rows, and sent to the processors,
as array columns.

USE PNLSQ INT
USE SCALAPACK IO INT
USE BLACS_INT
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USE MPI_SETUP INT
USE RAND_INT
USE ERROR OPTION PACKET

IMPLICIT NONE
INCLUDE "mpif.h"

INTEGER, PARAMETER :: M=128, N=32, NP=N+1, NIN=10
real (kind (1d0)), ALLOCATABLE, DIMENSION(:) :: &
d A(:,:), A(:,:), B, C, W, X, Y
real (kind (1d0)) RNORM, ERROR
INTEGER, ALLOCATABLE :: INDEX(:), IPART(:,:)

INTEGER I, J, K, L, DN, JSHIFT, IERROR, &
CONTXT, NPROW, MYROW, MYCOL, DESC A (9)
TYPE (d_OPTIONS) IOPT (1)

! Routines with the "BLACS " prefix are from the
! BLACS library.
CALL BLACS PINFO(MP RANK, MP NPROCS)

! Make initialization for BLACS.
CALL BLACSiGET(0,0, CONTXT)

! Define processor grid to be 1 by MP NPROCS.
NPROW=1
CALL BLACS GRIDINIT (CONTXT, 'N/A', NPROW, MP NPROCS)

! Get this processor's role in the process grid.
CALL BLACS GRIDINFO (CONTXT, NPROW, MP NPROCS, &
MYROW, MYCOL)

! Connect BLACS context with communicator MP LIBRARY WORLD.
CALL BLACS GET (CONTXT, 10, MP LIBRARY WORLD)

! Setup for MPI:
MP NPROCS=MP SETUP ()

DN=max (1, NP/MP_NPROCS)
ALLOCATE (IPART (2,MP NPROCS))

! Spread columns evenly to the processors. Any odd
! number of columns are in the processor with highest
! rank.
IPART (1, :)=1; IPART(2,:)=0
DO L=2,MP_NPROCS
IPART (2,L-1)=IPART (1,L-1)+DN
IPART(1,L)=IPART(2,L-1)+1
END DO
IPART (2,MP_NPROCS) =NP
IPART (2, :)=min (NP, IPART (2, :))

! Note which processor (L-1) receives the right-hand side.
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DO L=1,MP_NPROCS
IF (IPART (1,L) <= NP .and. NP <= IPART(2,L)) EXIT
END DO

K=max (0, TPART (2, MP_RANK+1) -TPART (1,MP_RANK+1)+1)
ALLOCATE (d A (M,K), W(N), X(N), Y(N),&
B(M), C(M), INDEX(N))

IF (MP_RANK == 0 ) THEN
ALLOCATE (A (M,N))
! Define the matrix data using random values.
A=rand (A); B=rand(B)

! Write the rows of data to an external file.
OPEN (UNIT=NIN, FILE='Atest.dat', STATUS='UNKNOWN")
DO I=1,M
WRITE (NIN, *) (A(I,J),Jd=1,N), B(I)
END DO
CLOSE (NIN)
ELSE

! No resources are used where this array is not saved.
ALLOCATE (A (M, 0))
END IF

Define the matrix descriptor. This includes the
right-hand side as an additional column. The row
block size, on each processor, is arbitrary, but is
chosen here to match the column block size.
DESC_A:(/l, CONTXT, M, NP, DN+1, DN+1, 0, 0, M/)

! Read the data by rows.
IOPT (1) =ScaLAPACK READ BY ROWS
CALL ScaLAPACK READ ("Atest.dat", DESC A, &
d A, IOPT=IOPT)

! Broadcast the right-hand side to all processors.
JSHIFT=NP-IPART (1,L)+1
IF(K > 0) B=d A(:,JSHIFT)
IF (MP_NPROCS > 1) &
CALL MPI BCAST (B, M, MPI DOUBLE PRECISION , L-1, &
MP LIBRARY WORLD, IERROR)

! Adjust the partition of columns to ignore the
! last column, which is the right-hand side. It is
! now moved to B(:).

IPART (2, :)=min (N, IPART (2, :))

! Solve the constrained distributed problem.
C=B
CALL Parallel Nonnegative LSQ &
(d_ A, B, X, RNORM, W, INDEX, IPART)

! Solve the problem on one processor, with data saved
! for a cross-check.
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IPART (2, :)=0; IPART(2,1)=N; MP NPROCS=1

! Since all processors execute this code, all arrays
! must be allocated in the main program.

CALL Parallel Nonnegative LSQ &

(A, C, Y, RNORM, W, INDEX, IPART)

! See to any errors.
CALL elpop ("Mp_ Setup")

! Check the differences in the two solutions. Unique solutions
! may differ in the last bits, due to rounding.
IF (MP_RANK == 0) THEN
ERROR=SUM (ABS (X-Y) ) /SUM(Y)
IF (ERROR <= sqrt (EPSILON (ERROR))) write (*,*) &

' Example 2 for PARALLEL NONNEGATIVE LSQ is correct.'
OPEN (UNIT=NIN, FILE='Atest.dat', STATUS='OLD')
CLOSE (NIN, STATUS='Delete')
END IF

! Exit from using this process grid.
CALL BLACS GRIDEXIT ( CONTXT )

CALL BLACS EXIT(0)
END

Output

Example 2 for PARALLEL NONNEGATIVE LSQ is correct.'

PARALLEL BOUNDED LSQ

MPI

For a detailed description of MPI Requirements see “Dense Matrix Parallelism Using MPI” in
Chapter 10 of this manual.

Solves a linear least-squares system with bounds on the unknowns.

Usage Notes
CALL PARALLEL BOUNDED LSQ & (A, B, BND, X, RNORM, W, INDEX, IPART, &

NSETP, NSETZ, IOPT=IOPT)
Required Arguments

A(1:M,:)— (Input/Output) Columns of the matrix with limits given by entries in the array
IPART (1:2,1:max (1,MP_NPROCS)). Onoutput A4, is replaced by the product QO4, ,
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where Q is an orthogonal matrix. The value SIZE (2, 1) defines the value of M. Each
processor starts and exits with its piece of the partitioned matrix.

B(1:M) — (Input/Output) Assumed-size array of length M containing the right-hand side
vector, b . On output b is replaced by the product Q(b - Ag) , where Q is the
orthogonal matrix applied to 4 and g is a set of active bounds for the solution. All
processors in the communicator start and exit with the same vector.

BND(1:2,1:N) — (Input) Assumed-size array containing the bounds for x. The lower
bound Q; is in BND (1, J), and the upper bound ,BJ. 1S in BND (2, J) .

X(1:N) — (Output) Assumed-size array of length N containing the solution, & < x < . The
value sT1zE (x) defines the value of N. All processors exit with the same vector.

RNORM — (Output) Scalar that contains the Euclidean or least-squares length of the residual
vector, ||Ax - b|| . All processors exit with the same value.

W(1:N) — (Output) Assumed-size array of length N containing the dual vector,
w=A"(b—Ax). Atasolution exactly one of the following is true for each
J1<j<n,

*q; =x,=f,,and w, arbitrary
eq,=x,andw, <0

= >
ox;=p,,andw; 20

*q;<x,<pf,,andw,=0
All processors exit with the same vector.

INDEX(1:N) — (Output) Assumed-size array of length N containing the NSETP indices of
columns in the solution interior to bounds, and the remainder that are at a constraint.
All processors exit with the same array.

IPART(1:2,1:max(1,MP_NPROCS)) — (Input) Assumed-size array containing the
partitioning describing the matrix 4 . The value MP_NPROCS is the number of
processors in the communicator, except when MPI has been finalized with a call to the
routine MP_ SETUP (‘Final’) . This causes MP_NPROCS to be assigned 0. Normally
users will give the partitioning to processor of rank = MP_RANK by setting
IPART (1,MP_RANK+1) = first column index, and IPART (2, MP_RANK+1)= last
column index. The number of columns per node is typically based on their relative
computing power. To avoid a node with rank MP_RANK doing any work except
communication, set IPART (1,MP_RANK+1) = 0 and IPART (2,MP_RANK+1)= -1.
In this exceptional case there is no reference to the array A(:,:) at that node.

NSETP— (Output) An INTEGER indicating the number of solution components not at
constraints. The column indices are output in the array INDEX (:).
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NSETZ— (Output) An INTEGER indicating the solution components held at fixed values.
The column indices are output in the array INDEX (: ).

Optional Argument

IOPT(:)— (Input) Assumed-size array of derived type S OPTIONS or D OPTIONS. This
argument is used to change internal parameters of the algorithm. Normally users will
not be concerned about this argument, so they would not include it in the argument list
for the routine.

Packaged Options for PARALLEL_BOUNDED_LSQ
Option Name Option Value
PBLSQ SET TOLERANCE 1
PBLSQ SET MAX ITERATIONS 2
PBLSQ SET MIN RESIDUAL 3

IOPT(IO)=?_OPTIONS (PBLSQ SET TOLERANCE, TOLERANCE) Replaces the default rank
tolerance for using a column, from EPSILON (TOLERANCE) to TOLERANCE. Increasing
the value of TOLERANCE will cause fewer columns to be increased from their
constraints, and may cause the minimum residual RNORM to increase.

IOPT(IO)=? OPTIONS (PBLSQ SET MIN RESIDUAL, RESID) Replaces the default target
for the minimum residual vector length from 0 to RESTID. Increasing the value of
RESID can result in fewer iterations and thus increased efficiency. The descent in the
optimization will stop at the first point where the minimum residual RNORM is smaller
than RESID. Using this option may result in the dual vector not satisfying its
optimality conditions, as noted above.

IOPT (I0)= PBLSQ SET MAX ITERATIONS

IOPT (IO+1)= NEW MAX ITERATIONS Replaces the default maximum number of iterations
from 3*N to NEW _MAX ITERATIONS. Note that this option requires two entries in the
derived type array.

FORTRAN 90 Interface
Generic: CALL PARALLEL BOUNDED_LSQ (A, B, X [,..])

Specific: The specific interface names are S_PARALLEL BOUNDED LSQ and
D _PARALLEL BOUNDED LSQ.
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Description

Subroutine PARALLEL_BOUNDED LSQ solves the least-squares linear system Ax=b, a <x< f,

using the algorithm BVLS found in Lawson and Hanson, (1995), pages 279-283. The new steps
involve updating the dual vector and exchange of required data, using MPI. The optional changes
to default tolerances, minimum residual, and the number of iterations are new features.

Example 1: Distributed Equality and Inequality Constraint Solver

The program PBLSQ EX1 illustrates the computation of the minimum Euclidean length solution of
an m'xn' system of linear inequality constraints , Gy > 4. Additionally the first f >0 of the

constraints are equalities. The solution algorithm is based on Algorithm LDP, page 165-166, loc.
cit. By allowing the dual variables to be free, the constraints become equalities. The rows of

E= [G : h] are partitioned and assigned random values. When the minimum Euclidean length

solution to the inequalities has been calculated, the residuals » = Gy —/4 >0 are computed, with
the dual variables to the BVLS problem indicating the entries of r that are exactly zero.

PROGRAM PBLSQ_EXI

Use Parallel bounded LSQ to solve an inequality
constraint problem, Gy >= h. Force F of the constraints
to be equalities. This algorithm uses LDP of
Solving Least Squares Problems, page 165.
Forcing equality constraints by freeing the dual is
new here. The constraints are allocated to the
processors, by rows, in columns of the array A(:,:).

USE PBLSQ INT

USE MPI SETUP_ INT

USE RAND INT

USE SHOW INT

IMPLICIT NONE
INCLUDE "mpif.h"

INTEGER, PARAMETER :: MP=500, NP=400, M=NP+1, &
N=MP, F=NP/10

REAL (KIND(1D0)), PARAMETER :: ZERO=0DO, ONE=1DO
REAL (KIND(1D0)), ALLOCATABLE :: &
A(:,:), B(:), BND(:,:), X(:), Y(:), &
W(:), ASAVE (:,:)
REAL (KIND(1D0)) RNORM
INTEGER, ALLOCATABLE :: INDEX(:), IPART(:,:)

INTEGER K, L, DN, J, JSHIFT, IERROR, NSETP, NSETZ
LOGICAL :: PRINT=.false.

Setup for MPI:
MP NPROCS=MP_SETUP ()

DN=N/max (1,max (1,MP_NPROCS))-1
ALLOCATE(IPART(2,max(l,MP7NPROCS)))

Spread constraint rows evenly to the processors.
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IPART (1,1)=1
DO L=2,MP_NPROCS
IPART (2,L-1)=IPART (1,L-1)+DN
IPART (1,L)=IPART (2,L-1)+1
END DO
IPART (2,MP_NPROCS) =N

! Define the constraints using random data.
K=max (0, IPART (2,MP_RANK+1)-IPART (1,MP RANK+1)+1)
ALLOCATE (A(M,K), ASAVE(M,K), BND(2,N), &
X(N), W(N), B(M), Y (M), INDEX(N))

! The use of ASAVE can be replaced by regenerating the
! data for A(:,:) after the return from
! Parallel bounded LSQ
A=rand (A); ASAVE=A
IF(MP_RANK == (0 .and. PRINT) &
call show (IPART, &
"Partition of the constraints to be solved")

! Set the right-hand side to be one in the last
! component, zero elsewhere.
B=ZERO; B (M) =ONE

! Solve the dual problem. Letting the dual variable
! have no constraint forces an equality constraint
! for the primal problem.

BND(1,1:F)=-HUGE (ONE); BND(1l,F+1:)=ZERO

BND (2, :) =HUGE (ONE)

CALL Parallel bounded LSQ &

(A, B, BND, X, RNORM, W, INDEX, IPART, &
NSETP, NSETZ)

! Each processor multiplies its block times the part
! of the dual corresponding to that partition.
Y=ZERO
DO J=IPART (1,MP RANK+1), IPART (2,MP RANK+1)
JSHIFT=J-IPART (1,MP RANK+1)+1
Y=Y+ASAVE (:,JSHIFT) *X (J)
END DO

! Accumulate the pieces from all the processors.
! Put sum into B(:) on rank 0 processor.
B=Y
IF (MP_NPROCS > 1) &
CALL MPI REDUCE(Y, B, M, MPI DOUBLE PRECISION, &
MPI SUM, 0, MP LIBRARY WORLD, IERROR)
IF (MP_RANK == 0) THEN

! Compute constraint solution at the root.
! The constraints will have no solution if B(M) = ONE.
! A1l of these example problems have solutions.
B (M) =B (M) ~ONE ; B=-B/B (M)
END IF
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! Send the inequality constraint or primal solution to all nodes.
IF (MP_NPROCS > 1) &
CALL MPI BCAST(B, M, MPI DOUBLE PRECISION, 0, &
MP LIBRARY WORLD, IERROR)

! For large problems this printing may need to be removed.
IF (MP_RANK == .and. PRINT) &
call show(B(1l:NP), &
"Minimal length solution of the constraints")

! Compute residuals of the individual constraints.
X=ZERO
DO J=IPART (1,MP_RANK+1),IPART (2,MP RANK+1)
JSHIFT=J-IPART (1,MP RANK+1)+1
X (J)=dot product (B,ASAVE (:,JSHIFT))
END DO

! This cleans up residuals that are about rounding error
! unit (times) the size of the constraint equation and
! right-hand side. They are replaced by exact zero.
WHERE (W == ZERO) X=ZERO
W=X

! Each group of residuals is disjoint, per processor.
! We add all the pieces together for the total set of
! constraints.
IF(MP_NPROCS > 1) &
CALL MPI REDUCE (X, W, N, MPI DOUBLE PRECISION, &
MPI SUM, 0, MP_LIBRARY WORLD, IERROR)
IF (MP_RANK == .and. PRINT) &
call show (W, "Residuals for the constraints")

! See to any errors and shut down MPI.
MP NPROCS=MP_ SETUP ('Final')
IF(MP_RANK == 0) THEN
IF (COUNT (W < ZERO) == 0 .and.&
COUNT (W == ZERO) >= F) WRITE(*,*)&
" Example 1 for PARALLEL BOUNDED LSQ is correct."
END IF
END

Output

Example 1 for PARALLEL BOUNDED LSQ is correct.
Additional Examples

Example 2: Distributed Newton-Raphson Method with Step Control

The program PBLSQ_EX2 illustrates the computation of the solution of a non-linear system of
equations. We use a constrained Newton-Raphson method.

This algorithm works with the problem chosen for illustration. The step-size control used here,
employing only simple bounds, may not work on other non-linear systems of equations. Therefore
we do not recommend the simple non-linear solving technique illustrated here for an arbitrary
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problem. The test case is Brown’s Almost Linear Problem, Moré, et al. (1982). The components
are given by:

of (x)zx,. +Zn:xj —(n+1),i:1,...,n—1

=

of (x)=x..x,—1

The functions are zero at the point x = (5 0,0 " )T , where ¢ >1 is a particular root of the
polynomial equation 78" —(n+1)8"" +1=0. To avoid convergence to the local minimum

x=(0,..,0,n+ I)T , we start at the standard point x = (1/2,...,1/2, 1/2)T and develop the Newton
method using the linear terms f'(x—y)~ f(x)—J(x)y =0, where J(x)is the Jacobian matrix.
The update is constrained so that the first n—1 components satisfy x; —y, >1/2, or

y; <x,—1/2. The last component is bounded from both sides, 0 <x, -y, <1/2, or

x, >y, =(x,—1/2). These bounds avoid the local minimum and allow us to replace the last
equation by Z In (x S ) =0, which is better scaled than the original. The positive lower bound for
Jj=1

x, —y, is replaced by the strict bound, EPSILON (1D0), the arithmetic precision, which restricts
the relative accuracy of x, . The input for routine PARALLEL BOUNDED_ LSQ expects each
processor to obtain that part of J (x) it owns. Those columns of the Jacobian matrix correspond

to the partition given in the array TPART (:, :). Here the columns of the matrix are evaluated, in
parallel, on the nodes where they are required.

PROGRAM PBLSQ_EXZ

! Use Parallel bounded LSQ to solve a non-linear system
! of equations. The example is an ACM-TOMS test problem,
! except for the larger size. It is "Brown's Almost Linear
! Function."

USE ERROR OPTION PACKET

USE PBLSQ INT

USE MPI_SETUP_ INT

USE SHOW_INT

USE Numerical Libraries, ONLY : N1RTY

IMPLICIT NONE

INTEGER, PARAMETER :: N=200, MAXIT=5

REAL (KIND(1DO) ), PARAMETER :: ZERO=0D0, ONE=1DO, &
HALF=5D-1, TWO=2DO

REAL (KIND(1DO) ), ALLOCATABLE :: &

A(:,:), B(:), BND(:,:), X(:), Y(:), W(:)
REAL (KIND (1D0)) RNORM
INTEGER, ALLOCATABLE :: INDEX(:), IPART(:,:)

INTEGER K, L, DN, J, JSHIFT, IERROR, NSETP, &
NSETZ, ITER
LOGICAL :: PRINT=.false.
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TYPE (D_OPTIONS) IOPT(3)

! Setup for MPI:
MP_NPROCS=MP SETUP ()

DN=N/max (1, max (1,MP NPROCS))-1
ALLOCATE(IPART(2,max(l,MP_NPROCS)))

! Spread Jacobian matrix columns evenly to the processors.
IPART (1,1)=1
DO L=2,MP NPROCS
IPART (2,L-1)=IPART(1,L-1)+DN
IPART (1,L)=IPART (2,L-1)+1
END DO
IPART (2,MP_NPROCS) =N

K=max (0, IPART (2,MP_RANK+1) -IPART (1, MP RANK+1)+1)
ALLOCATE (A (N,K), BND(2,N), &
X(N), W(N), B(N), Y(N), INDEX(N))

! This is Newton's method on "Brown's almost
! linear function."
X=HALF
ITER=0

! Turn off messages and stopping for FATAL class errors.
CALL ERSET (4, 0, 0)

NEWTON METHOD: DO

! Set bounds for the values after the step is taken.
! All variables are positive and bounded below by HALF,
! except for variable N, which has an upper bound of HALF.
BND(1,1:N-1)=-HUGE (ONE)
BND(2,1:N-1)=X(1:N-1)-HALF
BND (1, N) =X (N) ~HALF
BND (2,N) =X (N) -EPSILON (ONE)

! Compute the residual function.
B(1:N-1)=SUM(X)+X(1:N-1)-(N+1)
B (N) =LOG (PRODUCT (X))
if (mp rank == .and. PRINT) THEN
CALL SHOW(B, &
"Developing non-linear function residual")
END IF
IF (MAXVAL (ABS(B(1:N-1))) <= SQRT(EPSILON(ONE))) &
EXIT NEWTON METHOD

! Compute the derivatives local to each processor.
A(1:N-1, :)=0ONE
DO J=1,N-1
IF(J < IPART(1,MP RANK+1)) CYCLE
IF(J > IPART(2,MP RANK+1)) CYCLE
JSHIFT=J-IPART (1,MP RANK+1)+1
A(J,JSHIFT)=TWO
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END DO
A (N, :)=ONE/X (IPART (1,MP_RANK+1) : IPART (2, MP_RANK+1))

! Reset the linear independence tolerance.
IOPT (1)=D_OPTIONS (PBLSQ SET TOLERANCE, &
sqrt (EPSILON (ONE) ) )
IOPT (2) =PBLSQ_SET MAX ITERATIONS

! ITf N iterations was not enough on a previous iteration, reset to 2*N.
IF(N1RTY (1) == 0) THEN
IOPT (3)=N
ELSE
IOPT (3)=2*N
CALL E1POP('MP SETUP'")
CALL E1PSH('MP SETUP')
END IF

CALL parallel bounded LSQ &
(A, B, BND, Y, RNORM, W, INDEX, IPART, NSETP, &
NSETZ, IOPT=IOPT)

! The array Y(:) contains the constrained Newton step.
! Update the variables.
X=X-Y
IF(mp_rank == 0 .and. PRINT) THEN

CALL show (BND, "Bounds for the moves")
CALL SHOW (X, "Developing Solution")
CALL SHOW ( (/RNORM/), &
"Linear problem residual norm")
END IF

! This is a safety measure for not taking too many steps.
ITER=ITER+1
IF(ITER > MAXIT) EXIT NEWTON METHOD
END DO NEWTON METHOD

IF (MP_RANK == 0) THEN

IF(ITER <= MAXIT) WRITE(*,*)&

" Example 2 for PARALLEL BOUNDED LSQ is correct."
END IF

! See to any errors and shut down MPI.
MP NPROCS=MP_SETUP ('Final')

END

LSARG
EMP1

Solves a real general system of linear equations with iterative refinement.
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Required Arguments

A — N by N matrix containing the coefficients of the linear system. (Input)
B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: n = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: LDA = size (a,1).

IPATH — Path indicator. (Input)

IPATH = 1 means the system AX = B is solved.
IPATH = 2 means the system A’X = B is solved.

Default: IPATH = 1.

FORTRAN 90 Interface

Generic: CALL LSARG (A,B,X [,..])

Specific: ~ The specific interface names are S LSARG and D_LSARG.
FORTRAN 77 Interface

Single: CALL LSARG (N, A, LDA, B, IPATH, X)

Double: The double precision name is DLSARG
ScaLAPACK Interface

Generic: CALL LSARG (A0, B0, X0 [,..])

Specific: The specific interface names are S LSARG and D_LSARG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.
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Description

Routine LSARG solves a system of linear algebraic equations having a real general coefficient
matrix. It first uses the LFCRG to compute an LU factorization of the coefficient matrix and to
estimate the condition number of the matrix. The solution of the linear system is then found using
the iterative refinement routine LFIRG. The underlying code is based on either LINPACK ,
LAPACK, or ScaLAPACK code depending upon which supporting libraries are used during
linking. For a detailed explanation see “Using ScaLAPACK, LAPACK, LINPACK, and
EISPACK?” in the Introduction section of this manual.

LSARG fails if U, the upper triangular part of the factorization, has a zero diagonal element or if the
iterative refinement algorithm fails to converge. These errors occur only if 4 is singular or very
close to a singular matrix.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in 4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system. LSARG solves the
problem that is represented in the computer; however, this problem may differ from the problem
whose solution is desired.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2ARG/DL2ARG. The
reference is:

CALL L2ARG (N, A, LDA, B, IPATH, X, FACT, IPVT, WK)

The additional arguments are as follows:
FACT — Work vector of length N* containing the LU factorization of 2 on output.

IPVT — Integer work vector of length N containing the pivoting information for the
LU factorization of A on output.

WK — Work vector of length .

2. Informational errors
Type Code
3 1  The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular

ScaLAPACK Usage Notes
The arguments which differ from the standard version of this routine are:
A0 — MXLDA by MXCOL local matrix containing the local portions of the distributed matrix

A. A contains the coefficients of the linear system. (Input)

B0 — Local vector of length MXL.DA containing the local portions of the distributed vector B. B
contains the right-hand side of the linear system. (Input)
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X0 — Local vector of length MXLDA containing the local portions of the distributed vector X.
X contains the solution to the linear system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MxCOL can be obtained through a call to
SCALAPACK_GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A system of three linear equations is solved. The coefficient matrix has real general form and the
right-hand-side vector b has three elements.

USE LSARG_INT
USE WRRRN_ INT
IMPLICIT NONE
! Declare variables
INTEGER LDA, N
PARAMETER (LDA=3, N=3)

REAL A(LDA,N), B(N), X(N)
! Set values for A and B

A(l,:) = (/ 33.0, 16.0, 72.0/)

A(2,:) = (/-24.0, -10.0, -57.0/)

A(3,:) = (/ 18.0, -11.0, 7.0/)
!

B = (/129.0, -96.0, 8.5/)

! Solve the system of equations
CALL LSARG (A, B, X)

! Print results
CALL WRRRN (’X", X, 1, N, 1)
END

Output

X
1 2 3
1.000 1.500 1.000

ScaLAPACK Example

The same system of three linear equations is solved as a distributed computing example. The
coefficient matrix has real general form and the right-hand-side vector b has three elements.
SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter 11, “Utilities”)
used to map and unmap arrays to and from the processor grid. They are used here for brevity.
DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP_INT

USE LSARG_INT

USE WRRRN INT

USE SCALAPACK_SUPPORT
IMPLICIT NONE
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INCLUDE ‘mpif.h’
! Declare variables

INTEGER N, DESCA(9), DESCX(9)

INTEGER INFO, MXLDA, MXCOL

REAL, ALLOCATABLE :: A(:,:), B(:), X(:)
REAL, ALLOCATABLE :: AO(:,:), BO(:), XO(:)
PARAMETER (N=3)

! Set up for MPI
MP_NPROCS = MP_SETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A(N,N), B(N), X(N))
! Set values for A and B

A(l,:) = (/ 33.0, 16.0, 72.0/)
A(2,:) = (/-24.0, -10.0, -57.0/)
A(3,:) = (/ 18.0, -11.0, 7.0/)
!
B = (/129.0, -96.0, 8.5/)
ENDIF

! Set up a 1D processor grid and define
! its context id, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! AND MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
CALL SCALAPACK_MAP(B, DESCX, BO)
! Solve the system of equations
CALL LSARG (A0, B0, X0)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACK UNMAP (X0, DESCX, X)
! Print results.
! Only Rank=0 has the solution, X.
IF (MP RANK .EQ. 0) CALL WRRRN ('X’, X, 1, N, 1)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, XO0)
! Exit ScalAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP SETUP (‘FINAL’)
END

Output

X
1 2 3
1.000 1.500 1.000
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LSLRG
EMPI

Solves a real general system of linear equations without iterative refinement.

Required Arguments

A — N by N matrix containing the coefficients of the linear system. (Input)
B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations

Optional Arguments

N — Number of equations. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: L.DA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX = B is solved.
IPATH = 2 means the system A’X = B is solved.
Default: 1PATH = 1.

FORTRAN 90 Interface

Generic: CALL LSLRG (A,B,X [,..])

Specific: The specific interface names are S LSLRG and D_LSLRG.
FORTRAN 77 Interface

Single: CALL LSLRG (N, A, LDA, B, IPATH, X)

Double: The double precision name is DLSLRG.

ScaLAPACK Interface

Generic: CALL LSLRG (A0, B0, X0 [,..])
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Specific: The specific interface names are S_LSLRG and D_LSLRG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LSLRG solves a system of linear algebraic equations having a real general coefficient
matrix. The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code
depending upon which supporting libraries are used during linking. For a detailed explanation see
“Using ScaLAPACK, LAPACK, LINPACK, and EISPACK?” in the Introduction section of this
manual. LSLRG first uses the routine LFCRG to compute an LU factorization of the coefficient
matrix based on Gauss elimination with partial pivoting. Experiments were analyzed to determine
efficient implementations on several different computers. For some supercomputers, particularly
those with efficient vendor-supplied BLAS, versions that call Level 1, 2 and 3 BLAS are used.
The remaining computers use a factorization method provided to us by Dr. Leonard J. Harding of
the University of Michigan. Harding’s work involves “loop unrolling and jamming” techniques
that achieve excellent performance on many computers. Using an option, LSLRG will estimate the
condition number of the matrix. The solution of the linear system is then found using LFSRG.

The routine LSLRG fails if U, the upper triangular part of the factorization, has a zero diagonal
element. This occurs only if 4 is close to a singular matrix.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that small changes in 4 can cause large changes in the solution x. If
the coefficient matrix is ill-conditioned or poorly scaled, it is recommended that either

LIN SOL_SVD or LSARG be used.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2LRG/DL2LRG. The
reference is:

CALL L2LRG (N, A, LDA, B, IPATH, X, FACT, IPVT, WK)

The additional arguments are as follows:

FACT — N x N work array containing the LU factorization of A on output. If A is not
needed, A and FACT can share the same storage locations. See Item 3 below to
avoid memory bank conflicts.

IPVT — Integer work vector of length N containing the pivoting information for the
LU factorization of A on output.

WK — Work vector of length .

88 e Chapter 1: Linear Systems Fortran Numerical MATH LIBRARY



2. Informational errors

Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2LRG the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values IVAL(3) and IVAL(4) are
temporarily replaced by 1vAL(1) and TVAL(2); respectively, in LSLRG.
Additional memory allocation for FACT and option value restoration are done
automatically in LSLRG. Users directly calling L2LRG can allocate additional
space for FACT and set TVAL(3) and TVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSLRG or L2LRG. Default values for the option are
van(*)=1,16,0, 1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSLRG temporarily replaces IVAL(2) by 1vAL(1). The routine
L2CRG computes the condition number if IVAL(2) = 2. Otherwise L2CRG skips this
computation. LSLRG restores the option. Default values for the option are
IVAL(*)=1, 2.

ScaLAPACK Usage Notes
The arguments which differ from the standard version of this routine are:
A0 — MxLDA by MxXCOL local matrix containing the local portions of the distributed matrix

A. A contains the coefficients of the linear system. (Input)

B0 — Local vector of length MXLDA containing the local portions of the distributed vector B.
B contains the right-hand side of the linear system. (Input)

X0 — Local vector of length MxLDA containing the local portions of the distributed vector x.
X contains the solution to the linear system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example 1

A system of three linear equations is solved. The coefficient matrix has real general form and the
right-hand-side vector b has three elements.

USE LSLRG_INT
USE WRRRN_INT
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IMPLICIT NONE

! Declare variables
INTEGER LDA, N
PARAMETER (LDA=3, N=3)

REAL A(LDA,N), B(N), X(N)
! Set values for A and B

A(l,:) = (/ 33.0, 16.0, 72.0/)

A(2,:) = (/-24.0, -10.0, -57.0/)

A(3,:) = (/ 18.0, -11.0, 7.0/)
|

B = (/129.0 -96.0 8.5/)

! Solve the system of equations
CALL LSLRG (A, B, X)

! Print results
CALL WRRRN (’X’, X, 1, N, 1)
END

Output

X
1 2 3
1.000 1.500 1.000

Additional Example

Example 2

A system of N = 16 linear equations is solved using the routine L2LRG. The option manager is used
to eliminate memory bank conflict inefficiencies that may occur when the matrix dimension is a
multiple of 16. The leading dimension of FACT = A is increased from N to N + IVAL(3)=17,

since N=16=1VAL(4). The data used for the test is a nonsymmetric Hadamard matrix and a
right-hand side generated by a known solution, x; =/, j =1, ..., N.

USE L2LRG_INT
USE IUMAG_INT
USE WRRRN_ INT
USE SGEMV_INT
IMPLICIT NONE
! Declare variables
INTEGER LDA, N
PARAMETER (LDA=17, N=16)
! SPECIFICATIONS FOR PARAMETERS

INTEGER ICHP, IPATH, IPUT, KBANK
REAL ONE, ZERO
PARAMETER (ICHP=1, IPATH=1, IPUT=2, KBANK=16, ONE=1.0E0, &
ZERO=0.0EO0)
! SPECIFICATIONS FOR LOCAL VARIABLES
INTEGER I, IPVT(N), J, K, NN
REAL A(LDA,N), B(N), WK(N), X(N)

! SPECIFICATIONS FOR SAVE VARIABLES
INTEGER IOPT (1), IVAL(4)
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SAVE IVAL

DATA IVAL/1l, 16, 1, 16/
A(l,1) = ONE

NN =1

DO 20 K=1, 4
DO 10 J=1, NN
DO 10 1I=1, NN
A (NN+I,J)
A(I,NN+J) =
A (NN+I,NN+J) =
10 CONTINUE
NN = NN + NN
20 CONTINUE

DO 30 J=1, N
X(J) =4d
30 CONTINUE

CALL SGEMV ('N’,
X = ZERO

IOPT (1) = KBANK

CALL IUMAG ('MATH', ICHP,

CALL L2LRG (N, A, LDA, B,
|
CALL WRRRN (’X", X, 1, N,
END
Output
1 2 3 4

11 12 13 14
11.00 12.00 13.00 14.00

ScaLAPACK Example

N, N, ONE,

Data for option values.

Set values for A and B:

Generate Hadamard matrix.

= -A(I,J)
A(I,J)
A(I,J)

Generate right-hand-side.

Set B = A*X.
A, LDA, X, 1, ZERO, B, 1)
Clear solution array.

Set option to avoid memory
bank conflicts.

IpUT, 1, IOPT, IVAL)
Solve A*X = B.

IPATH, X, A, IPVT, WK)
Print results

1)

15 16
15.00 16.00

9.

00

10
10.00

The same system of three linear equations is solved as a distributed computing example. The
coefficient matrix has real general form and the right-hand-side vector b has three elements.
ScarApPACK MAP and (see Chapter 11, “Utilities”) are IMSL utility routines (see Chapter 11,
“Utilities”) used to map and unmap arrays to and from the processor grid. They are used here for
brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local

arrays.
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USE MPI SETUP_INT
USE LSLRG INT
USE WRRRN_ INT
USE SCALAPACK_SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER N, DESCA(9), DESCX(9)

INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE :: A(:,:), B(:), X(:)
REAL, ALLOCATABLE :: AO(:,:), BO(:), XO(:)
PARAMETER (N=3)

! Set up for MPI
MP NPROCS = MP_ SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A(N,N), B(N), X(N))
! Set values for A and B

A(l,:) = (/ 33.0, 16.0, 72.0/)
A(2,:) = (/-24.0, -10.0, -57.0/)
A(3,:) = (/ 18.0, -11.0, 7.0/)

B = (/129.0, -96.0, 8.5/)

ENDIF
! Set up a 1D processor grid and define
! its context id, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO0)
CALL SCALAPACK MAP (B, DESCX, BO)
! Solve the system of equations
CALL LSLRG (A0, BO, XO0)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACK UNMAP (X0, DESCX, X)
! Print results
! Only Rank=0 has the solution, X.
IF(MP_RANK .EQ. 0)CALL WRRRN ('X’, X, 1, N, 1)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, XO)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)
END
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Output

X
1 2 3
1.000 1.500 1.000

LECRG
ErmMPl

Computes the LU factorization of a real general matrix and estimate its L, condition number.

Required Arguments

A — N by N matrix to be factored. (Input)

FACT — N by N matrix containing the LU factorization of the matrix A. (Output)
If 4 is not needed, A and FACT can share the same storage locations.

IPVT — Vector of length N containing the pivoting information for the LU factorization.

(Output)

RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of 2.

(Output)

Optional Arguments
N — Order of the matrix. (Input)
Default: N = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: n.DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFCRG (A, FACT, IPVT, RCOND, [,..])

Specific: The specific interface names are S_LFCRG and D_LFCRG.
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FORTRAN 77 Interface

Single: CALL LFCRG (N, A, LDA, FACT, LDFACT, IPVT, RCOND)

Double: The double precision name is DLFCRG.

ScaLAPACK Interface

Generic: CALL LFCRG (RO, FACTO, IPVTO, RCOND [,..])
Specific: The specific interface names are S LFCRG and D_LFCRG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFCRG performs an LU factorization of a real general coefficient matrix. It also estimates
the condition number of the matrix. The underlying code is based on either LINPACK , LAPACK,
or ScaLAPACK code depending upon which supporting libraries are used during linking. For a
detailed explanation see “Using ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the
Introduction section of this manual. The LU factorization is done using scaled partial pivoting.
Scaled partial pivoting differs from partial pivoting in that the pivoting strategy is the same as if
each row were scaled to have the same co-norm. Otherwise, partial pivoting is used.

The L, condition number of the matrix 4 is defined to be «(4) = ||4]|, 4! ||, Since it is expensive to
compute |47 ||, the condition number is only estimated. The estimation algorithm is the same as
used by LINPACK and is described in a paper by Cline et al. (1979).

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system.

LFCRG fails if U, the upper triangular part of the factorization, has a zero diagonal element. This
can occur only if 4 either is singular or is very close to a singular matrix.

The LU factors are returned in a form that is compatible with routines LFIRG, LFSRG and LEDRG.
To solve systems of equations with multiple right-hand-side vectors, use LECRG followed by either
LFIRG or LFSRG called once for each right-hand side. The routine LEDRG can be called to compute
the determinant of the coefficient matrix after LECRG has performed the factorization.

Let F' be the matrix FACT and let p be the vector 1PVT. The triangular matrix U is stored in the
upper triangle of F. The strict lower triangle of F' contains the information needed to reconstruct L
using

L'=LyiPyy ... LP

where Py is the identity matrix with rows k and py, interchanged and Ly is the identity with Fy; for
i=k+1, ..., Ninserted below the diagonal. The strict lower half of F can also be thought of as
containing the negative of the multipliers. LECRG is based on the LINPACK routine SGECO; see
Dongarra et al. (1979). SGECO uses unscaled partial pivoting.
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Comments

1. Workspace may be explicitly provided, if desired, by use of L2CRG/DL2CRG. The
reference is:

CALL L2CRG (N, A, LDA, FACT, LDFACT, IPVT, RCOND, WK)

The additional argument is

WK — Work vector of length .

2. Informational errors
Type Code
3 1 The input matrix is algorithmically singular.
4 2 The input matrix is singular

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — Mx1DA by MxCOL local matrix containing the local portions of the distributed matrix

A. A contains the matrix to be factored. (Input)

FACTO — MxLDA by MxCOL local matrix containing the local portions of the distributed

matrix FACT. FACT contains the LU factorization of the matrix A. (Output)
IPVTO — Local vector of length MXLDA containing the local portions of the distributed
vector IPVT. IPVT contains the pivoting information for the LU factorization.

(Output)

All other arguments are global and are the same as described for the standard version of the

routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been

made. See the ScaLAPACK Example below.

Example

The inverse of a 3 x 3 matrix is computed. LECRG is called to factor the matrix and to check for

singularity or ill-conditioning. LFIRG is called to determine the columns of the inverse.

USE LFCRG_INT
USE UMACH_ INT
USE LFIRG_ INT
USE WRRRN_INT
IMPLICIT NONE
Declare variables
PARAMETER (LDA=3, LDFACT=3, N=3)
INTEGER IPVT (N), J, NOUT
REAL A (LDA,N), AINV(LDA,N), FACT(LDFACT,N), RCOND, &
RES (N), RJ(N)
! Set values for A
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10

A(l,:) = (/ 1.0, 3.0, 3.0/)

A(2,:) = (/ 1.0, 3.0, 4.0/)

A(3,:) = (/ 1.0, 4.0, 3.0/)!
CALL LFCRG (A, FACT, IPVT, RCOND)

Print the reciprocal condition number
and the L1 condition number

CALL UMACH (2, NOUT)

WRITE (NOUT, 99998) RCOND, 1.0EO/RCOND
Set up the columns of the identity
matrix one at a time in RJ

RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0
RJ is the J-th column of the identity
matrix so the following LFIRG
reference places the J-th column of
the inverse of A in the J-th column
of AINV
CALL LFIRG (A, FACT, IPVT, RJ, AINV(:,J), RES)
RJ(J) = 0.0
CONTINUE

Print results
CALL WRRRN (’AINV’, AINV)

FORMAT (/ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < .02
L1l Condition number < 100.0

1 7
-1
3 -1

N

AINV
1 2 3

.000 -3.000 -3.000
.000 0.000 1.000
.000 1.000 0.000

ScaLAPACK Example

The inverse of the same 3 x 3 matrix is computed as a distributed example. LFCRG is called to
factor the matrix and to check for singularity or ill-conditioning. LFIRG is called to determine the
columns of the inverse. SCALAPACK MAP and SCALAPACK_ UNMAP are IMSL utility routines (see
Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor grid. They are
used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors
for the local arrays.

USE MPI_SETUP_INT

USE LFCRG_INT

USE UMACH_INT

USE LFIRG_ INT

USE WRRRN_INT

USE SCALAPACK SUPPORT
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IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, DESCA(9), DESCL(9)

INTEGER INFO, MXCOL, MXLDA, NOUT

INTEGER, ALLOCATABLE :: IPVTO (:)

REAL, ALLOCATABLE :: A(:,:), BAINV(:,:), X0(:), RJI(:)
REAL, ALLOCATABLE :: AO(:,:), FACTO(:,:), RESO(:), RJO(:)
REAL RCOND

PARAMETER (LDA=3, N=3)
! Set up for MPI
MP NPROCS = MP_ SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), AINV(LDA,N))
! Set values for A

A(l,:) = 1.0, 3.0, 3.0/)
A(2,:) = (/ 1.0, 3.0, 4.0/)
A(3,:) = (/ 1.0, 4.0, 3.0/)
ENDIF
! Set up a 1D processor grid and define
! its context id, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT(DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCL, N, 1, MP MB, 1, O, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA, MXCOL), X0 (MXLDA),FACTO (MXLDA,MXCOL), RJ(N), &
RJO (MXLDA), RESO(MXLDA), IPVTO (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
! Call the factorization routine
CALL LFCRG (AO, FACTO, IPVTO, RCOND)
! Print the reciprocal condition number
! and the L1 condition number
IF (MP_RANK .EQ. 0) THEN
CALL UMACH (2, NOUT)
WRITE (NOUT,99998) RCOND, 1.0EO0/RCOND

ENDIF
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0

CALL SCALAPACK MAP(RJ, DESCL, RJO)
RJ is the J-th column of the identity
matrix so the following LFIRG
reference computes the J-th column of
the inverse of A

CALL LFIRG (AO, FACTO, IPVTO, RJO, X0, RESO)

RJ(J) = 0.0

CALL SCALAPACK UNMAP (X0, DESCL, AINV(:,J))

10 CONTINUE
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! Print results

! Only Rank=0 has the solution, X.
IF(MP_RANK.EQ.0) CALL WRRRN (’AINV’, AINV)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, AINV)
DEALLOCATE (AO, IPVTO, FACTO, RESO, RJ, RJO, XO)

! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)

! Shut down MPI
MP_NPROCS = MP_SETUP(‘FINAL’)

99998 FORMAT (' RCOND = ’,F5.3,/," L1l Condition number = ’,F6.3)
END

Output

RCOND < .02
L1l Condition number < 100.0

AINV
1 2 3
1 7.000 -3.000 -3.000
2 -1.000 0.000 1.000
3 -1.000 1.000 0.000

LETRG
EMP1

Computes the LU factorization of a real general matrix.

Required Arguments
A — N by N matrix to be factored. (Input)

FACT — N by N matrix containing the LU factorization of the matrix A. (Output)
If 4 is not needed, A and FACT can share the same storage locations.

IPVT — Vector of length N containing the pivoting information for the LU factorization.
(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: § = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: n.DA = size (a,1).
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LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFTRG (A, FACT, IPVT [,..])

Specific: The specific interface names are S_LFTRG and D_LFTRG.

FORTRAN 77 Interface

Single: CALL LFTRG (N, A, LDA, FACT, LDFACT, IPVT)

Double: The double precision name is DLETRG.

ScaLAPACK Interface

Generic: CALL LFTRG (A0, FACTO, IPVTO [,..])
Specific: The specific interface names are S_LFTRG and D_LFTRG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFTRG performs an LU factorization of a real general coefficient matrix. The underlying
code is based on either LINPACK , LAPACK, or ScaLAPACK code depending upon which
supporting libraries are used during linking. For a detailed explanation see “Using ScaLAPACK,
LAPACK, LINPACK, and EISPACK?” in the Introduction section of this manual. The LU
factorization is done using scaled partial pivoting. Scaled partial pivoting differs from partial
pivoting in that the pivoting strategy is the same as if each row were scaled to have the same norm.
Otherwise, partial pivoting is used.

The routine LFTRG fails if U, the upper triangular part of the factorization, has a zero diagonal
element. This can occur only if 4 is singular or very close to a singular matrix.

The LU factors are returned in a form that is compatible with routines LFIRG, LFSRG and LEDRG.
To solve systems of equations with multiple right-hand-side vectors, use LETRG followed by either
LFIRG or LFSRG called once for each right-hand side. The routine LEDRG can be called to compute
the determinant of the coefficient matrix after LETRG has performed the factorization. Let F' be the
matrix FACT and let p be the vector TPVT. The triangular matrix U is stored in the upper triangle of
F. The strict lower triangle of F contains the information needed to reconstruct L™ using

-1 _
L =LyiPyng.. .LIP1
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where Py is the identity matrix with rows k and py interchanged and Ly is the identity with Fy; for
i=k+1, .., Ninserted below the diagonal. The strict lower half of F" can also be thought of as
containing the negative of the multipliers.

Routine LFTRG is based on the LINPACK routine SGEFA. See Dongarra et al. (1979). The routine
SGEFA uses partial pivoting.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2TRG/ DL2TRG. The
reference is:

CALL L2TRG (N, A, LDA, FACT, LDFACT, IPVT, WK)

The additional argument is:

WK — Work vector of length ¥ used for scaling.

2. Informational error
Type Code
4 2 The input matrix is singular.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — Mx1DA by MxCOL local matrix containing the local portions of the distributed matrix
A. A contains the matrix to be factored. (Input)

FACTO — wMXLDA by MXCOL local matrix containing the local portions of the distributed
matrix FACT. FACT contains the LU factorization of the matrix A. (Output)

IPVTO — Local vector of length MXLDA containing the local portions of the distributed
vector IPVT. IPVT contains the pivoting information for the LU factorization.

(Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A linear system with multiple right-hand sides is solved. Routine LFTRG is called to factor the
coefficient matrix. The routine LFSRG is called to compute the two solutions for the two right-
hand sides. In this case, the coefficient matrix is assumed to be well-conditioned and correctly
scaled. Otherwise, it would be better to call LECRG to perform the factorization, and LFIRG to
compute the solutions.
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USE LFTRG_INT
USE LFSRG_INT
USE WRRRN_ INT
! Declare variables
PARAMETER (LDA=3, LDFACT=3, N=3)
INTEGER IPVT(N), J
REAL A(LDA,LDA), B(N,2), FACT(LDFACT,LDFACT), X(N,2)

Set values for A and B

I

I

I

! A= ( 1.0 3.0 3.0
! ( 1.0 3.0 4.0)
! ( 1.0 4.0 3.0)
I

! B=( 1.0 10.0)

! ( 4.0 14.0)

| (-1.0 9.0)

I

DATA A/1.0, 1.0, 1.0, 3.0, 3.0, 4.0, 3.0, 4.0, 3.0/
DATA B/1.0, 4.0, -1.0, 10.0, 14.0, 9.0/

CALL LFTRG (A, FACT, IPVT)

! Solve for the two right-hand sides
DO 10 J=1, 2

CALL LFSRG (FACT, IPVT, B(:,d), X(:,J))
10 CONTINUE

! Print results
CALL WRRRN (’'X’', X)
END

Output

X

1 2
1 -2.000 1.000
-2.000 -1.000
3 3.000 4.000

N

ScaLAPACK Example

A linear system with multiple right-hand sides is solved. Routine LFTRG is called to factor the
coefficient matrix. The routine LFSRG is called to compute the two solutions for the two right-
hand sides. In this case, the coefficient matrix is assumed to be well-conditioned and correctly
scaled. Otherwise, it would be better to call LFCRG to perform the factorization, and LFIRG to
compute the solutions. SCALAPACK_MAP and SCALAPACK UNMAP are IMSL utility routines (see
Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor grid. They are
used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors
for the local arrays.

USE MPI SETUP_INT

USE LFTRG_INT

USE LFSRG_INT

USE WRRRN_ INT

USE SCALAPACK_ SUPPORT
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IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, DESCA(9), DESCL(9)

INTEGER INFO, MXCOL, MXLDA

INTEGER, ALLOCATABLE :: IPVTO (:)

REAL, ALLOCATABLE :: A(:,:), B(:,:), X(:,:), X0(:)
REAL, ALLOCATABLE :: AO(:,:), FACTO(:,:), BO(:)

PARAMETER (LDA=3, N=3)
! Set up for MPI
MP NPROCS = MP_ SETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), B(N,2), X(N,2))
! Set values for A and B

A(l,:) = (/ 1.0, 3.0, 3.0/)
A(2,:) = (/ 1.0, 3.0, 4.0/)
A(3,:) = (/ 1.0, 4.0, 3.0/)
!
B(l,:) = (/ 1.0, 10.0/)
B(2,:) = (/ 4.0, 14.0/)
B(3,:) = (/-1.0, 9.0/)
ENDIF
! Set up a 1D processor grid and define
! its context id, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCL, N, 1, MP MB, 1, O, 0, MP_ ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA, MXCOL), XO (MXLDA),FACTO (MXLDA,MXCOL), BO (MXLDA), &
IPVTO (MXLDA) )
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO0)
! Call the factorization routine
CALL LFTRG (A0, FACTO, IPVTO)
! Set up the columns of the B
i matrix one at a time in XO
Do 10 J=1, 2
CALL SCALAPACK MAP(B(:,j), DESCL, BO)
! Solve for the J-th column of X
CALL LFSRG (FACTO, IPVTO, BO, XO0)
CALL SCALAPACK UNMAP (X0, DESCL, X(:,J))
10 CONTINUE
! Print results.
! Only Rank=0 has the solution, X.
IF (MP_RANK.EQ.0) CALL WRRRN (’X’, X)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (AO, BO, IPVTO, FACTO, XO0)
! Exit ScalLAPACK usage
CALL SCALAPACK_EXIT(MP_ICTXT)
! Shut down MPI
MP_ NPROCS = MP_SETUP(‘FINAL’)
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END

Output

X

1 2
1 -2.000 1.000
-2.000 -1.000
3 3.000 4.000

N

LESRG
EMPI

Solves a real general system of linear equations given the LU factorization of the coefficient
matrix.

Required Arguments

FACT — N by N matrix containing the LU factorization of the coefficient matrix A as output
from routine LFCRG. (Input)

IPVT — Vector of length N containing the pivoting information for the LU factorization of A
as output from subroutine LFCRG or LETRG. (Input).

B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and x can share the same storage locations.

Optional Arguments
N — Number of equations. (Input)
Default: N = size (FACT, 2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT, 1).

IPATH — Path indicator. (Input)

IPATH = 1 means the system AX = B is solved.
IPATH = 2 means the system A"X = B is solved.

Default: 1PATH = 1.
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FORTRAN 90 Interface

Generic: CALL LFSRG (FACT, IPVT,B, X [,..])

Specific: The specific interface names are S_LFSRG and D_LFSRG.

FORTRAN 77 Interface

Single: CALL LFSRG (N, FACT, LDFACT, IPVT, B, IPATH, X)

Double: The double precision name is DLFSRG.

ScaLAPACK Interface

Generic: CALL LFSRG (FACTO, IPVTO, BO, X0 [,..])
Specific:  The specific interface names are S LFSRG and D_LFSRG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFSRG computes the solution of a system of linear algebraic equations having a real
general coefficient matrix. To compute the solution, the coefficient matrix must first undergo an
LU factorization. This may be done by calling either LECRG or LETRG. The solution to Ax = b is
found by solving the triangular systems Ly = b and Ux = y. The forward elimination step consists
of solving the system Ly = b by applying the same permutations and elimination operations to b
that were applied to the columns of 4 in the factorization routine. The backward substitution step
consists of solving the triangular system Ux = y for x.

LFSRG and LFIRG both solve a linear system given its LU factorization. LFIRG generally takes
more time and produces a more accurate answer than LFSRG. Each iteration of the iterative
refinement algorithm used by LFIRG calls LFSRG. The underlying code is based on either
LINPACK , LAPACK, or ScaLAPACK code depending upon which supporting libraries are used
during linking. For a detailed explanation see “Using ScaLAPACK, LAPACK, LINPACK, and
EISPACK?” in the Introduction section of this manual.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

FACTO — wmx1DA by MxCOL local matrix containing the local portions of the distributed
matrix FACT as output from routine LFCRG. FACT contains the LU factorization of the
matrix A. (Input)

IPVTO — Local vector of length MXLDA containing the local portions of the distributed
vector IPVT. IPVT contains the pivoting information for the LU factorization as output
from subroutine LFCRG or LFTRG/DLFTRG. (Input)
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B0 — Local vector of length MXLDA containing the local portions of the distributed vector B.
B contains the right-hand side of the linear system. (Input)

X0 — Local vector of length MXLDA containing the local portions of the distributed vector x.
X contains the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a
call to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK _SETUP (see Ultilities)
has been made. See the ScaLAPACK Example below.

Example

The inverse is computed for a real general 3 x 3 matrix. The input matrix is assumed to be well-
conditioned, hence, LFTRG is used rather than LFCRG.

USE LFSRG_INT
USE LFTRG_INT
USE WRRRN_ INT
Declare variables
PARAMETER (LDA=3, LDFACT=3, N=3)

INTEGER I, IPVT(N), J
REAL A(LDA,LDA), AINV(LDA,LDA), FACT(LDFACT,LDFACT), RJ(N)
Set values for A
A(l,:) = (/ 1.0, 3.0, 3.0/)
A(2,:) = (/ 1.0, 3.0, 4.0/)
A(3,:) = (/ 1.0, 4.0, 3.0/)

CALL LFTRG (A, FACT, IPVT)
Set up the columns of the identity
matrix one at a time in RJ

RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0
RJ is the J-th column of the identity
matrix so the following LFSRG
reference places the J-th column of
the inverse of A in the J-th column
of AINV
CALL LFSRG (FACT, IPVT, RJ, AINV(:,J))
RJ(J) = 0.0

10 CONTINUE

Print results
CALL WRRRN (’AINV’, AINV)
END
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Output

AINV
1 2 3
1 7.000 -3.000 -3.000
-1.000 0.000 1.000
3 -1.000 1.000 0.000

N

ScaLAPACK Example

The inverse of the same 3 x 3 matrix is computed as a distributed example. The input matrix is
assumed to be well-conditioned, hence, LFTRG is used rather than LFCRG. LFSRG is called to
determine the columns of the inverse. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility
routines (see Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor
grid. They are used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes
the descriptors for the local arrays.

USE MPI SETUP_INT
USE LFTRG_ INT
USE UMACH_ INT
USE LFSRG_INT
USE WRRRN_ INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, DESCA(9), DESCL(9)

INTEGER INFO, MXCOL, MXLDA

INTEGER, ALLOCATABLE :: IPVTO (:)

REAL, ALLOCATABLE :: A(:,:), BAINV(:,:), X0(:), RJI(:)
REAL, ALLOCATABLE :: AO(:,:), FACTO(:,:), RJO(:)

PARAMETER (LDA=3, N=3)
! Set up for MPI
MP NPROCS = MPisETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), AINV(LDA,N))
! Set values for A

A(l,:) = (/ 1.0, 3.0, 3.0/)
A(2,:) = (/ 1.0, 3.0, 4.0/)
A(3,:) = 1.0, 4.0, 3.0/)
ENDIF
! Set up a 1D processor grid and define
! its context id, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK_GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP_ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCL, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL) , X0 (MXLDA),FACTO (MXLDA,MXCOL), RJ(N), &
RJO (MXLDA), IPVTO (MXLDA))
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! Map input arrays to the processor grid
CALL SCALAPACK_MAP(A, DESCA, A0)
! Call the factorization routine
CALL LFTRG (AO, FACTO, IPVTO)
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = 0.0EQ
DO 10 J=1, N
RJ(J) = 1.0
CALL SCALAPACK MAP(RJ, DESCL, RJO)
RJ is the J-th column of the identity
matrix so the following LFIRG
reference computes the J-th column of
the inverse of A
CALL LFSRG (FACTO, IPVTO, RJO, XO)
RJ(J) = 0.0
CALL SCALAPACK_UNMAP(XO, DESCL, AINV(:,d))
10 CONTINUE
! Print results
! Only Rank=0 has the solution, AINV.
IF (MP_RANK.EQ.0) CALL WRRRN (’AINV’, AINV)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, AINV)
DEALLOCATE (AO, IPVTO, FACTO, RJ, RJO, XO)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)

! Shut down MPI
MP NPROCS = MP SETUP(‘FINAL’)
END

Output

AINV
1 2 3
1 7.000 -3.000 -3.000
2 -=1.000 0.000 1.000
3 -1.000 1.000 0.000

Uses iterative refinement to improve the solution of a real general system of linear equations.

Required Arguments

A — N by N matrix containing the coefficient matrix of the linear system. (Input)

FACT — N by N matrix containing the LU factorization of the coefficient matrix A as output
from routine LFCRG/DLFCRG or LFTRG/DLFTRG. (Input).
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IPVT — Vector of length N containing the pivoting information for the LU factorization of A
as output from routine LFCRG/DLFCRG or LETRG/DLFTRG. (Input)

B — Vector of length N containing the right-hand side of the linear system. (Input).
X — Vector of length N containing the solution to the linear system. (Output)

RES — Vector of length N containing the final correction at the improved solution. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: L.DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

IPATH — Path indicator. (Input)

IPATH = 1 means the system A * X = B is solved.
IPATH = 2 means the system A’X = B is solved.

Default: 1PATH = 1.

FORTRAN 90 Interface

Generic: CALL LFIRG (A, FACT, IPVT, B, X, RES [,..])
Specific: The specific interface names are S LFIRG and D LFIRG.
FORTRAN 77 Interface
Single: CALL LFIRG (N, A, LDA, FACT, LDFACT, IPVT, B, IPATH, X, RES)
Double: The double precision name is DLFIRG.
ScaLAPACK Interface
Generic: CALL LFIRG (A0, FACTO, IPVTO, BO, X0, RESO [,..])

Specific: The specific interface names are S_LFIRG and D_LFIRG.
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See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFIRG computes the solution of a system of linear algebraic equations having a real
general coefficient matrix. Iterative refinement is performed on the solution vector to improve the
accuracy. Usually almost all of the digits in the solution are accurate, even if the matrix is
somewhat ill-conditioned. The underlying code is based on either LINPACK , LAPACK, or
ScaLAPACK code depending upon which supporting libraries are used during linking. For a
detailed explanation see “Using ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the
Introduction section of this manual.

To compute the solution, the coefficient matrix must first undergo an LU factorization. This may
be done by calling either LECRG or LETRG.

Iterative refinement fails only if the matrix is very ill-conditioned.

Routines LFIRG and LFSRG both solve a linear system given its LU factorization. LFIRG generally
takes more time and produces a more accurate answer than LFSRG. Each iteration of the iterative
refinement algorithm used by LFIRG calls LFSRG.

Comments
Informational error

Type Code
3 2 The input matrix is too ill-conditioned for iterative refinement to be
effective.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — mMx1DA by MxCOL local matrix containing the local portions of the distributed matrix
A. A contains the coefficient matrix of the linear system. (Input)

FACTO — wMxLDA by MxCOL local matrix containing the local portions of the distributed
matrix FACT as output from routine LFCRG or LFTRG. FACT contains the LU
factorization of the matrix A. (Input)

IPVTO — Local vector of length MXLDA containing the local portions of the distributed
vector TPVT. IPVT contains the pivoting information for the LU factorization as output
from subroutine LFCRG or LETRG. (Input)

B0 — Local vector of length MXLDA containing the local portions of the distributed vector B.
B contains the right-hand side of the linear system. (Input)

X0 — Local vector of length MXLDA containing the local portions of the distributed vector X.
X contains the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.
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RESO — Local vector of length MXLDA containing the local portions of the distributed
vector RES. RES contains the final correction at the improved solution to the linear
system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

A set of linear systems is solved successively. The right-hand-side vector is perturbed after solving
the system each of the first two times by adding 0.5 to the second element.

USE LFIRG INT
USE LFCRG_INT
USE UMACH_INT
USE WRRRN_INT
! Declare variables
PARAMETER (LDA=3, LDFACT=3, N=3)
INTEGER IPVT (N), NOUT
REAL A(LDA,LDA), B(N), FACT (LDFACT,LDFACT), RCOND, RES(N), X(N)

Set values for A and B
A= ( 1.0 3.0 3.0)
. .0)
(1.0 4.0 3.0)

B=(-0.5 -1.0 1.5)

f
o
w
o
[IsN

DATA A/1.0, 1.0, 1.0, 3.0, 3.0, 4.0, 3.0, 4.0, 3.0/
DATA B/-0.5, -1.0, 1.5/

CALL LFCRG (A, FACT, IPVT, RCOND)
! Print the reciprocal condition number
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0EO0/RCOND
! Solve the three systems
DO 10 J=1, 3
CALL LFIRG (A, FACT, IPVT, B, X, RES)
! Print results
CALL WRRRN (’X’, X, 1, N, 1)
! Perturb B by adding 0.5 to B(2)
B(2) = B(2) + 0.5

10 CONTINUE
!

99999 FORMAT (' RCOND = ’',F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output
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RCOND < 0.02
L1l Condition number < 100.0

X
1 2 3
-5.000 2.000 -0.500
X
1 2 3
-6.500 2.000 0.000
X
1 2 3
-8.000 2.000 0.500

ScaLAPACK Example

The same set of linear systems is solved successively as a distributed example. The right-hand side
vector is perturbed after solving the system each of the first two times by adding 0.5 to the second
element. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter 11,
“Utilities”) used to map and unmap arrays to and from the processor grid. They are used here for
brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local

arrays.

USE
USE
USE
USE

MPI_SETUP INT
LFIRG_INT
UMACH_INT
LFCRG_INT

USE WRRRN_INT

USE SCALAPACK SUPPORT
IMPLICIT NONE

INCLUDE ‘mpif.h’

INTEGER
INTEGER
INTEGER, ALLOCATABLE
REAL, ALLOCATABLE
REAL, ALLOCATABLE

J, LDA, N,

REAL RCOND
PARAMETER (LDA=3, N=3)
|
MP NPROCS = MP_SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N),
|
A(l,:) = (/ 1.0, 3.
A(2,:) (/ 1.0, 3.
A(3,:) = (/ 1.0, 4.
|
B(:) = (/-0.5, -1.
ENDIF

CALL SCALAPACK SETUP (N,

DESCA (9),
INFO, MXCOL,

Declare variables

DESCL (9)

MXLDA, NOUT
IPVTO (:)
Az, ),
AQ(:, 1),

B(:), X(:),
FACTO (:,:),

X0 (:), AINV(:,:)
RESO(:), BO(:)

Set up for MPI

AINV (LDA,N), B(N), X(N))
Set values for A and B

0, 3.0/)

0, 4.0/)

0, 3.0/)

0, 1.5/)
Set up a 1D processor grid and define
its context id, MP_ICTXT

N, .TRUE., .TRUE.)
Get the array descriptor entities MXLDA,
and MXCOL
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CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCL, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AQO (MXLDA,MXCOL) , X0 (MXLDA),FACTO (MXLDA,MXCOL), &
BO (MXLDA), RESO(MXLDA), IPVTO (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK_MAP(A, DESCA, A0)
! Call the factorization routine
CALL LFCRG (A0, FACTO, IPVTO, RCOND)
! Print the reciprocal condition number
! and the L1l condition number
IF(MP_RANK .EQ. 0) THEN
CALL UMACH (2, NOUT)
WRITE (NOUT,99998) RCOND, 1.0E0/RCOND
ENDIF
! Solve the three systems
! one at a time in X
DO 10 J=1, 3
CALL SCALAPACK MAP (B, DESCL, BO)
CALL LFIRG (AO, FACTO, IPVTO, BO, X0, RESO0)
CALL SCALAPACKiUNMAP(XO, DESCL, X)
! Print results
! Only Rank=0 has the solution, X.
IF(MP_RANK.EQ.O0) CALL WRRRN ('X’, X, 1, N, 1)
IF(MP_RANK.EQ.0) B(2) = B(2) + 0.5
10 CONTINUE
IF (MP_RANK .EQ. 0) DEALLOCATE (A, AINV, B)
DEALLOCATE (A0, BO, IPVTO, FACTO, RESO, XO0)
! Exit ScalLAPACK usage
CALL SCALAPACK_EXIT(MP_ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)
99998 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < 0.02
L1l Condition number < 100.0

X
1 2 3
-5.000 2.000 -0.500

-6.500 2.000 0.000

-8.000 2.000 0.500
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LFDRG

Computes the determinant of a real general matrix given the LU factorization of the matrix.

Required Arguments

FACT — N by N matrix containing the LU factorization of the matrix A as output from routine
LFTRG/DLFTRG or LEFCRG/DLFCRG. (Input)

IPVT — Vector of length N containing the pivoting information for the LU factorization as
output from routine LFTRG/DLFTRG or LFCRG/DLFCRG. (Input).

DET1 — Scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that 1.0 < |DET1| < 10.0 or DET1 = 0.0.

DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form det(4) = pET1 * 10PET2,

Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFDRG (FACT, IPVT, DET1, DET2 [,..])

Specific: The specific interface names are S LFDRG and D_LFDRG.

FORTRAN 77 Interface

Single: CALL LFDRG (N, FACT, LDFACT, IPVT, DET1, DET2)
Double: The double precision name is DLEDRG.
Description

Routine LFDRG computes the determinant of a real general coefficient matrix. To compute the
determinant, the coefficient matrix must first undergo an LU factorization. This may be done by
calling either LFCRG or LFTRG. The formula det 4 = det L det U is used to compute the
determinant. Since the determinant of a triangular matrix is the product of the diagonal elements

detv =[]0,
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(The matrix U is stored in the upper triangle of FACT.) Since L is the product of triangular matrices
with unit diagonals and of permutation matrices, det L = (—1)k where £ is the number of pivoting
interchanges.

Routine LFDRG is based on the LINPACK routine SGEDI; see Dongarra et al. (1979)

Example

The determinant is computed for a real general 3 x 3 matrix.

USE LFDRG_INT
USE LFTRG_INT
USE UMACH_ INT
! Declare variables
PARAMETER (LDA=3, LDFACT=3, N=3)

INTEGER IPVT (N), NOUT
REAL A (LDA,LDA), DET1, DET2, FACT (LDFACT, LDFACT)
!
! Set values for A
! A = (33.0 16.0 72.0)
! (-24.0 -10.0 -57.0)
! (18.0 -11.0 7.0)
|

DATA A/33.0, -24.0, 18.0, 16.0, -10.0, -11.0, 72.0, -57.0, 7.0/

CALL LFTRG (A, FACT, IPVT)
! Compute the determinant
CALL LFDRG (FACT, IPVT, DET1, DET2)
! Print the results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) DET1, DET2
|
99999 FORMAT ('’ The determinant of A is ’, F6.3, 7 * 10**", F2.0)
END

Output

The determinant of A is -4.761 * 10**3.

LINRG
EMP1

Computes the inverse of a real general matrix.

Required Arguments

A — N by N matrix containing the matrix to be inverted. (Input)
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AINV — N by N matrix containing the inverse of o. (Output)
If & is not needed, A and ATNV can share the same storage locations.

Optional Arguments
N — Order of the matrix A. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: L.DA = size (a,1).

LDAINV — Leading dimension of AINV exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDAINV = size (AINV,1).

FORTRAN 90 Interface

Generic: CALL LINRG (A, AINV [,..])

Specific: The specific interface names are S_LINRG and D_LINRG.

FORTRAN 77 Interface

Single: CALL LINRG (N, A, LDA, AINV, LDAINV)

Double: The double precision name is DLINRG.

ScaLAPACK Interface

Generic: CALL LINRG (A0, AINVO [,..])
Specific: The specific interface names are S_LINRG and D_LINRG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LINRG computes the inverse of a real general matrix. The underlying code is based on
either LINPACK , LAPACK, or ScaLAPACK code depending upon which supporting libraries
are used during linking. For a detailed explanation see “Using ScaLAPACK, LAPACK,
LINPACK, and EISPACK?” in the Introduction section of this manual. LINRG first uses the routine
LFCRG to compute an LU factorization of the coefficient matrix and to estimate the condition
number of the matrix. Routine LFCRG computes U and the information needed to compute L.
LINRT is then used to compute U”. Finally, 4™ is computed using 4' = U'L".
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The routine LINRG fails if U, the upper triangular part of the factorization, has a zero diagonal
element or if the iterative refinement algorithm fails to converge. This error occurs only if 4 is
singular or very close to a singular matrix.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in 4 can cause very large changes in 47,

Comments

1. Workspace may be explicitly provided, if desired, by use of L2NRG/DL2NRG. The
reference is:

CALL L2NRG (N, A, LDA, AINV, LDAINV, WK, IWK)

The additional arguments are as follows:
WK — Work vector of length N+ N(N — 1)/2.

IWK — Integer work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The inverse might not be
accurate.
4 2 The input matrix is singular.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — Mx1DA by MxCOL local matrix containing the local portions of the distributed matrix
A. A contains the matrix to be inverted. (Input)

AINVO — Mx1DA by MxcOL local matrix containing the local portions of the distributed
matrix AINV. AINV contains the inverse of the matrix A. (Output)
If A is not needed, A and AINV can share the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example
The inverse is computed for a real general 3 x 3 matrix.

USE LINRG_ INT
USE WRRRN_INT

! Declare variables
PARAMETER (LDA=3, LDAINV=3)
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INTEGER I, J, NOUT

REAL A (LDA,LDA), AINV(LDAINV,LDAINV)
|
! Set values for A
! A= ( 1.0 3.0 3.0)
! (1.0 3.0 4.0)
! (1.0 4.0 3.0)
|

pata A/1.0, 1.0, 1.0, 3.0, 3.0, 4.0, 3.0, 4.0, 3.0/

CALL LINRG (A, AINV)

! Print results
CALL WRRRN (’AINV’, AINV)
END

Output

AINV
1 2 3
1 7.000 -3.000 -3.000
-1.000 0.000 1.000
3 -1.000 1.000 0.000

[\

ScaLAPACK Example

The inverse of the same 3 x 3 matrix is computed as a distributed example. SCALAPACK_MAP and
SCALAPACK_ UNMAP are IMSL utility routines (see Chapter 11, “Utilities”) used to map and unmap
arrays to and from the processor grid. They are used here for brevity. DESCINIT is a ScaLAPACK

tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP_ INT
USE LINRG_ INT
USE WRRRN_INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER LDA, LDAINV, N, DESCA (9)

INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE :: A(:,:), AINV(:,:)
REAL, ALLOCATABLE :: AO(:,:), AINVO(:,:)

PARAMETER (LDA=3, LDAINV=3, N=3)
! Set up for MPI
MP_NPROCS = MP_SETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), AINV(LDAINV,N))
! Set values for A

A(l,:) = 1.0, 3.0, 3.0/)

A(2,:) = (/ 1.0, 3.0, 4.0/)

A(3,:) = (/ 1.0, 4.0, 3.0/)
ENDIF

! Set up a 1D processor grid and define

! its context ID, MP_ ICTXT
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CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL) , AINVO (MXLDA,MXCOL))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
! Get the inverse
CALL LINRG (AQ, AINVO)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACK UNMAP (AINVO, DESCA, AINV)
! Print results
! Only Rank=0 has the solution, AINV.
IF(MP_RANK.EQ.0) CALL WRRRN (’AINV’, AINV)
IF (MP RANK .EQ. 0) DEALLOCATE (A, AINV)
DEALLOCATE (A0, AINVO)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_SETUP (‘FINAL’)
END

Output

AINV
1 2 3
1 7.000 -3.000 -3.000
2 -1.000 0.000 1.000
3 -1.000 1.000 0.000

LSACG
EmMPl

Solves a complex general system of linear equations with iterative refinement.

Required Arguments

A — Complex N by N matrix containing the coefficients of the linear system. (Input)
B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)

118 e Chapter 1: Linear Systems Fortran Numerical MATH LIBRARY



Optional Arguments
N — Number of equations. (Input)
Default: § = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: n.DA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX = B is solved.
IPATH = 2 means the system AX =B is solved
Default: TPATH = 1.

FORTRAN 90 Interface

Generic: CALL LSACG (A, B, X [,..])

Specific: The specific interface names are S_LSACG and D_LSACG.

FORTRAN 77 Interface

Single: CALL LSACG (N, A, LDA, B, IPATH, X)

Double: The double precision name is DLSACG.

ScaLAPACK Interface

Generic: CALL LSACG (A0, B0, X0 [,..])
Specific: The specific interface names are S LSACG and D_LSACG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LSACG solves a system of linear algebraic equations with a complex general coefficient
matrix. The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code
depending upon which supporting libraries are used during linking. For a detailed explanation see
“Using ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this
manual. LSACG first uses the routine LFCCG to compute an LU factorization of the coefficient
matrix and to estimate the condition number of the matrix. The solution of the linear system is
then found using the iterative refinement routine LFICG.

LSACG fails if U, the upper triangular part of the factorization, has a zero diagonal element or if the
iterative refinement algorithm fails to converge. These errors occur only if 4 is singular or very
close to a singular matrix.
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If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system. LSACG solves the
problem that is represented in the computer; however, this problem may differ from the problem
whose solution is desired.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2ACG/DL2ACG. The
reference is:

CALL L2ACG (N, A, LDA, B, IPATH, X, FACT, IPVT, WK)
The additional arguments are as follows:

FACT — Complex work vector of length N°containing the LU factorization of 2 on
output.

IPVT — Integer work vector of length N containing the pivoting information for the
LU factorization of A on output.

WK — Complex work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2ACG the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1VAL(4). The values IVAL(3) and IVAL(4) are
temporarily replaced by 1vaL(1l) and IVAL(2); respectively, in LSACG.
Additional memory allocation for FACT and option value restoration are done
automatically in LSACG. Users directly calling 1.2ACG can allocate additional
space for FACT and set 1VAL(3) and TVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSACG or L2ACG. Default values for the option are
1van(*)=1,16,0, 1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSACG temporarily replaces TVAL(2) by IVAL(1). The routine
L2CCG computes the condition number if TVAL(2) = 2. Otherwise L2CCG skips this
computation. LSACG restores the option. Default values for the option are
IVAL(*)=1, 2.
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ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MxLDA by MxXCOL complex local matrix containing the local portions of the
distributed matrix A. A contains the coefficients of the linear system. (Input)

B0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector B. B contains the right-hand side of the linear system. (Input)

X0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector X. X contains the solution to the linear system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

A system of three linear equations is solved. The coefficient matrix has complex general form and
the right-hand-side vector b has three elements.

USE LSACG_INT
USE WRCRN_INT
! Declare variables
PARAMETER (LDA=3, N=3)
COMPLEX A (LDA,LDA), B(N), X (N)
Set values for A and B

|
!
! A= (3.0-2.0i 2.0+4.0i 0.0-3.0i)
! ( 1.041.0i 2.0-6.0i 1.0+2.0i)
! ( 4.040.0i -5.0+1.0i 3.0-2.01i)
|
! B = (10.0+45.0i 6.0-7.0i -1.0+2.01)
|

DATA A/(3.0,-2.0), (1.0,1.0), (4.0,0.0), (2.0,4.0), (2.0,-6.0), &
(-5.0,1.0), (0.0,-3.0), (1.0,2.0), (3.0,-2.0)/
DATA B/(10.0,5.0), (6.0,-7.0), (-1.0,2.0)/
! Solve AX = B (IPATH = 1)
CALL LSACG (A, B, X)
! Print results
CALL WRCRN (’X’, X, 1, N, 1)

END
Output
X
1 2 3
( 1.000,-1.000) ( 2.000, 1.000) ( 0.000, 3.000)
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ScalLAPACK Example

The same system of three linear equations is solved as a distributed computing example. The
coefficient matrix has complex general form and the right-hand-side vector b has three elements.
SCALAPACK MAP and SCALAPACK_UNMAP are IMSL utility routines (see Chapter 11, “Utilities”)
used to map and unmap arrays to and from the processor grid. They are used here for brevity.
DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP_INT
USE LSACG INT
USE WRCRN_INT
USE SCALAPACK_SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER LDA, N, DESCA(9), DESCX(9)

INTEGER INFO, MXCOL, MXLDA

COMPLEX, ALLOCATABLE :: A(:,:), B(:), X(:)
COMPLEX, ALLOCATABLE :: AO0(:,:), BO(:), XO(:)
PARAMETER (LDA=3, N=3)

! Set up for MPI
MP NPROCS = MP_ SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), X(N))
! Set values for A and B

A(1l,:) = (/ (3.0, -2.0), (2.0, 4.0), (0.0, -3.0)/)
A(2,:) = (/ (1.0, 1.0), (2.0, -6.0), (1.0, 2.0)/)
A(3,:) = (/ (4.0, 0.0), (-5.0, 1.0), (3.0, -2.0)/)
|
B = (/(10.0, 5.0), (6.0, =-7.0), (-1.0, 2.0)/)
ENDIF

! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (A0 (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK_MAP(A, DESCA, A0)
CALL SCALAPACK MAP (B, DESCX, BO)
! Solve the system of equations
CALL LSACG (A0, BO, XO0)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACKiUNMAP(XO, DESCX, X)
! Print results
! Only Rank=0 has the solution, X.
IF(MP_RANK .EQ. 0)CALL WRCRN (X', X, 1, N, 1)
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IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, XO)

! Exit ScalAPACK usage
CALL SCALAPACK EXIT (MP_ICTXT)

! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)

END
Output
X
1 2 3
( 1.000,-1.000) ( 2.000, 1.000) ( 0.000, 3.000)

LSLCG
EMPI

Solves a complex general system of linear equations without iterative refinement.

Required Arguments

A — Complex N by N matrix containing the coefficients of the linear system. (Input)
B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: LDA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX = B is solved.

IPATH = 2 means the system A"X = B is solved
Default: 1PATH = 1.

FORTRAN 90 Interface

Generic: CALL LSLCG (A,B,X [,..])
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Specific: The specific interface names are S_LSLCG and D_LSLCG.

FORTRAN 77 Interface

Single: CALL LSLCG (N, A, LDA, B, IPATH, X)

Double: The double precision name is DLSLCG.

ScaLAPACK Interface

Generic: CALL LSLCG (A0, B0, X0 [,..])
Specific: The specific interface names are S_LSLCG and D_LSLCG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LSLCG solves a system of linear algebraic equations with a complex general coefficient
matrix. The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code
depending upon which supporting libraries are used during linking. For a detailed explanation see
“Using ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this
manual. LSLCG first uses the routine LFCCG to compute an LU factorization of the coefficient
matrix and to estimate the condition number of the matrix. The solution of the linear system is
then found using LFSCG.

LSLCG fails if U, the upper triangular part of the factorization, has a zero diagonal element. This
occurs only if 4 either is a singular matrix or is very close to a singular matrix.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A4 can cause very large changes in the
solution x. If the coefficient matrix is ill-conditioned or poorly scaled, it is recommended that
LSACG be used.

Comments

1. Workspace may be explicitly provided, if desired, by use of 1.21.cG/DL2LCG. The
reference is:

CALL L2LCG (N, A, LDA, B, IPATH, X, FACT, IPVT, WK)

The additional arguments are as follows:

FACT — N x N work array containing the LU factorization of A on output. If A is not
needed, A and FACT can share the same storage locations.

IPVT — Integer work vector of length N containing the pivoting information for the
LU factorization of A on output.
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WK — Complex work vector of length N.

2. Informational errors
Type  Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2LCG the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values IVAL(3) and IVAL(4) are
temporarily replaced by 1vAL(1) and TVAL(2); respectively, in LSLCG.
Additional memory allocation for FACT and option value restoration are done
automatically in LSLCG. Users directly calling 1L.21.CG can allocate additional
space for FACT and set IVAL(3) and IVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSLCG or L2LCG. Default values for the option are
1vaL(*)=1,16,0, 1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSLCG temporarily replaces IVAL(2) by IVAL(1). The
routine L2CCG computes the condition number if TVAL(2) = 2. Otherwise L2CCG
skips this computation. LSLCG restores the option. Default values for the option
are TVAL(*) =1, 2.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MxLDA by MxXCOL complex local matrix containing the local portions of the
distributed matrix A. A contains the coefficients of the linear system. (Input)

B0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector B. B contains the right-hand side of the linear system. (Input)

X0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector X. X contains the solution to the linear system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A system of three linear equations is solved. The coefficient matrix has complex general form and
the right-hand-side vector b has three elements.
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USE LSLCG_INT
USE WRCRN_INT
! Declare variables
PARAMETER (LDA=3, N=3)
COMPLEX A (LDA,LDA), B(N), X (N)
Set values for A and B

|
!
! A= (3.0-2.0i 2.0+4.0i 0.0-3.0i)
! ( 1.041.0i 2.0-6.0i 1.0+2.0i)
! ( 4.040.0i -5.0+1.0i 3.0-2.0i)
|
! B = (10.0+45.01 6.0-7.0i -1.0+2.01)
|

DATA A/(3.0,-2.0), (1.0,1.0), (4.0,0.0), (2.0,4.0), (2.0,-6.0),¢&
(-5.0,1.0), (0.0,-3.0), (1.0,2.0), (3.0,-2.0)/
DATA B/(10.0,5.0), (6.0,-7.0), (-1.0,2.0)/
! Solve AX = B (IPATH = 1)
CALL LSLCG (A, B, X)
! Print results
CALL WRCRN (’X’, X, 1, N, 1)

END
Output
X
1 2 3
( 1.000,-1.000) ( 2.000, 1.000) ( 0.000, 3.000)

ScalLAPACK Example

The same system of three linear equations is solved as a distributed computing example. The
coefficient matrix has complex general form and the right-hand-side vector b has three elements.
SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter 11, “Utilities”)
used to map and unmap arrays to and from the processor grid. They are used here for brevity.
DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP INT
USE LSLCG_INT
USE WRCRN_ INT
USE SCALAPACK_SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER LDA, N, DESCA(9), DESCX(9)

INTEGER INFO, MXCOL, MXLDA

COMPLEX, ALLOCATABLE :: A(:,:), B(:), X(:)
COMPLEX, ALLOCATABLE :: AO(:,:), BO(:), XO(:)
PARAMETER (LDA=3, N=3)

! Set up for MPI
MP NPROCS = MP SETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), B(N), X(N))
! Set values for A and B
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A(l,:) = (/ (3.0, -2.0), (2.0, 4.0), (0.0, =-3.0)/)
A(2,:) = (/ (L.0, 1.0), (2.0, -6.0), (1.0, 2.0)/)
A(3,:) = (/ (4.0, 0.0), (-5.0, 1.0), (3.0, -2.0)/)
|
B = (/(10.0, 5.0), (6.0, -7.0), (-1.0, 2.0)/)
ENDIF
! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK_SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (A0 (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO0)
CALL SCALAPACK MAP (B, DESCX, BO)
! Solve the system of equations
CALL LSLCG (A0, BO, XO0)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACK UNMAP (X0, DESCX, X)
! Print results.
! Only Rank=0 has the solution, X.
IF(MP_RANK .EQ. 0)CALL WRCRN (X', X, 1, N, 1)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, XO)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)

END
Output
X
1 2 3
( 1.000,-1.000) ( 2.000, 1.000) ( 0.000, 3.000)

LFCCG
EMPI

Computes the LU factorization of a complex general matrix and estimate its L, condition number.
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Required Arguments

A — Complex N by N matrix to be factored. (Input)

FACT — Complex N by N matrix containing the LU factorization of the matrix A (Output)
If A is not needed, A and FACT can share the same storage locations)

IPVT — Vector of length N containing the pivoting information for the LU factorization.
(Output)

RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of A.
(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: LDA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface
Generic: CALL LFCCG (A, FACT, IPVT, RCOND [,..])
Specific: The specific interface names are S LFCCG and D_LFCCG.
FORTRAN 77 Interface
Single: CALL LFCCG (N, A, LDA, FACT, LDFACT, IPVT, RCOND)
Double: The double precision name is DLFCCG.
ScaLAPACK Interface
Generic: CALL LFCCG (AQ, FACTO, IPVTO, RCOND [,..])
Specific: The specific interface names are S_LFCCG and D_LFCCG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.
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Description

Routine LFCCG performs an LU factorization of a complex general coefficient matrix. It also
estimates the condition number of the matrix. The underlying code is based on either LINPACK,
LAPACK, or ScaLAPACK code depending upon which supporting libraries are used during
linking. For a detailed explanation see “Using ScaLAPACK, LAPACK, LINPACK, and
EISPACK?” in the Introduction section of this manual. The LU factorization is done using scaled
partial pivoting. Scaled partial pivoting differs from partial pivoting in that the pivoting strategy is
the same as if each row were scaled to have the same co-norm.

The L, condition number of the matrix 4 is defined to be w(4) = ||4]|, A’ ||, Since it is expensive to

compute ||4” ||, the condition number is only estimated. The estimation algorithm is the same as
used by LINPACK and is described by Cline et al. (1979).

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system.

LFCCG fails if U, the upper triangular part of the factorization, has a zero diagonal element. This
can occur only if 4 either is singular or is very close to a singular matrix.

The LU factors are returned in a form that is compatible with routines LFICG, LFSCG and LEDCG.
To solve systems of equations with multiple right-hand-side vectors, use LFCCG followed by either
LFICG or LFSCG called once for each right-hand side. The routine LEDCG can be called to compute
the determinant of the coefficient matrix after LECCG has performed the factorization.

Let F be the matrix FACT and let p be the vector 1PVT. The triangular matrix U is stored in the
upper triangle of F. The strict lower triangle of F' contains the information needed to reconstruct L
using

L” :LN—IPN—I L1P1

where Py is the identity matrix with rows & and py, interchanged and L is the identity with Fy; for
i=k+1, .., Ninserted below the diagonal. The strict lower half of F' can also be thought of as
containing the negative of the multipliers.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2ccG/pL2cCG. The
reference is:

CALL L2CCG (N, A, LDA, FACT, LDFACT, IPVT, RCOND, WK)

The additional argument is:

WK — Complex work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is algorithmically singular.
4 2 The input matrix is singular.
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ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MxLDA by MxCOL complex local matrix containing the local portions of the
distributed matrix A. A contains the matrix to be factored. (Input)

FACTO — wMXLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix FACT. FACT contains the LU factorization of the matrix A. (Output)

IPVTO — Local vector of length MXL.DA containing the local portions of the distributed

vector IPVT. IPVT contains the pivoting information for the LU factorization.

(Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been

made. See the ScaLAPACK Example below.

Example

The inverse of a 3 x 3 matrix is computed. LFCCG is called to factor the matrix and to check for

singularity or ill-conditioning. LFICG is called to determine the columns of the inverse.
USE IMSL LIBRARIES

Declare variables
PARAMETER (LDA=3, LDFACT=3, N=3)

INTEGER IPVT (N), NOUT

REAL RCOND, THIRD

COMPLEX A(LDA,N), AINV(LDA,N), RJ(N), FACT(LDFACT,N), RES(N)
Declare functions

COMPLEX CMPLX

Set values for A

A= ( 1.0+41.01i 2.0+43.01 3.0+3.01)
( 2.0+41.0i 5.0+43.01i 7.0+4.01)
( -2.0+1.01 -4.0+4.01i -5.0+3.01)

DATA A/(1.0,1.0), (2.0,1.0), (-2.0,1.0), (2.0,3.0), (5.0,3.0),¢&
(-4.0,4.0), (3.0,3.0), (7.0,4.0), (-5.0,3.0)/

Scale A by dividing by three
THIRD = 1.0/3.0
DO 10 I=1, N
CALL CSSCAL (N, THIRD, A(:,I), 1)
10 CONTINUE
Factor A
CALL LFCCG (A, FACT, IPVT, RCOND)
Print the L1 condition number
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0EO0/RCOND
Set up the columns of the identity
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! matrix one at a time in RJ
CALL CSET (N, (0.0,0.0), RJ, 1)
DO 20 J=1, N

RJ(J) = CMPLX(1.0,0.0)
! RJ is the J-th column of the identity
! matrix so the following LFIRG
! reference places the J-th column of
! the inverse of A in the J-th column
! of AINV
CALL LFICG (A, FACT, IPVT, RJ, AINV(:,J), RES)
RJ(J) = CMPLX(0.0,0.0)

20 CONTINUE
! Print results

CALL WRCRN ("AINV’, AINV)
!

99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < .02
L1l Condition number < 100.0

AINV
1 2 3
1 ( 6.400,-2.800) (-3.800, 2.600) (-2.600, 1.200)
2 (-1.600,-1.800) ( 0.200, 0.600) (0.400,-0.800)
3 (-0.600, 2.200) (1.200,-1.400) (0.400, 0.200)

ScalLAPACK Example

The inverse of the same 3 x 3 matrix is computed as a distributed example. LFCCG is called to
factor the matrix and to check for singularity or ill-conditioning. LFICG is called to determine the
columns of the inverse. SCALAPACK_MAP and SCALAPACK UNMAP are IMSL utility routines (see
Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor grid. They are
used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors
for the local arrays.

USE MPI SETUP_ INT
USE LFCCG_INT
USE UMACH INT
USE LFICG_INT
USE WRCRN_INT
USE SCALAPACK_ SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, DESCA(9), DESCL(9)

INTEGER INFO, MXCOL, MXLDA, NOUT

INTEGER, ALLOCATABLE :: IPVTO(:)

COMPLEX, ALLOCATABLE :: A(:,:), AINV(:,:), X0(:), RJ(:)
COMPLEX, ALLOCATABLE :: AO(:,:), FACTO(:,:), RESO(:), RJO(:)
REAL RCOND, THIRD

PARAMETER (LDA=3, N=3)
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! Set up for MPI

MP NPROCS = MP_ SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), AINV(LDA,N))
! Set values for A
A(l,:) (/ (1.0, 1.0), (2.0, 3.0), (3.0, 3.0)/)
A(2,:) = (/ (2.0, 1.0), (5.0, 3.0), (7.0, 4.0)/)
A(3,:) = (/ (-2.0, 1.0), (-4.0, 4.0), (-5.0, 3.0)/)
! Scale A by dividing by three
THIRD = 1.0/3.0
A = A * THIRD
ENDIF
! Set up a 1D processor grid and define
! its context id, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)

! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCL, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)

! Allocate space for the local arrays
ALLOCATE (AQO (MXLDA, MXCOL), X0 (MXLDA),FACTO (MXLDA,MXCOL), RJ(N), &

RJO (MXLDA), RESO(MXLDA), IPVTO (MXLDA))

! Map input array to the processor grid

CALL SCALAPACK MAP (A, DESCA, AO)

! Factor A
CALL LFCCG (AO, FACTO, IPVTO, RCOND)
! Print the reciprocal condition number
! and the L1 condition number
IF (MP_RANK .EQ. 0) THEN
CALL UMACH (2, NOUT)

WRITE (NOUT,99998) RCOND, 1.0EQ0/RCOND
ENDIF
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = (0.0, 0.0)
DO 10 J=1, N
RJ(J) = (1.0, 0.0)
CALL SCALAPACK MAP(RJ, DESCL, RJO)
! RJ is the J-th column of the identity
! matrix so the following LFICG
! reference computes the J-th column of
! the inverse of A
CALL LFICG (A0, FACTO, IPVTO, RJO, X0, RESO)
RJ(J) = (0.0, 0.0)
CALL SCALAPACK_UNMAP(XO, DESCL, AINV(:,dJ))
10 CONTINUE

! Print results
! Only Rank=0 has the solution,
IF (MP_RANK.EQ.0) CALL WRCRN (’AINV’, AINV)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, AINV)
DEALLOCATE (A0, FACTO, IPVTO, RJ, RJO, RESO, XO0)
! Exit ScalLAPACK usage
CALL SCALAPACK_EXIT(MP_ICTXT)

AINV.
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! Shut down MPI
MP_NPROCS = MP_SETUP(‘FINAL’)

99998 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < .02
L1l Condition number < 100.0

AINV
1 2 3
1 ( 6.400,-2.800) (-3.800, 2.600) (-2.600, 1.200)
2 (-1.600,-1.800) (0.200, 0.600) (0.400,-0.800)
3 (-0.600, 2.200) (1.200,-1.400) ( 0.400, 0.200)

LFTCG
EMPI

Computes the LU factorization of a complex general matrix.

Required Arguments
A — Complex N by N matrix to be factored. (Input)

FACT — Complex N by N matrix containing the LU factorization of the matrix A. (Output)
If A is not needed, A and FACT can share the same storage locations.

IPVT — Vector of length N containing the pivoting information for the LU factorization.
(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: L.DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).
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FORTRAN 90 Interface

Generic: CALL LFTCG (A, FACT, IPVT [,..])

Specific: The specific interface names are S_LFTCG and D_LFTCG.

FORTRAN 77 Interface

Single: CALL LFTCG (N, A, LDA, FACT, LDFACT, IPVT)

Double: The double precision name is DLFTCG.

ScaLAPACK Interface

Generic: CALL LFTCG (A0, FACTO, IPVTO [,..])
Specific: The specific interface names are S LFTCG and D_LFTCG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFTCG performs an LU factorization of a complex general coefficient matrix. The LU
factorization is done using scaled partial pivoting. Scaled partial pivoting differs from partial
pivoting in that the pivoting strategy is the same as if each row were scaled to have the same
o0-norm.

LFTCG fails if U, the upper triangular part of the factorization, has a zero diagonal element. This
can occur only if 4 either is singular or is very close to a singular matrix.

The LU factors are returned in a form that is compatible with routines LFICG, LFSCG and LEDCG.
To solve systems of equations with multiple right-hand-side vectors, use LFTCG followed by either
LFICG or LFSCG called once for each right-hand side. The routine LEDCG can be called to compute
the determinant of the coefficient matrix after LFCCG has performed the factorization.

Let F be the matrix FACT and let p be the vector 1PVT. The triangular matrix U is stored in the
upper triangle of F. The strict lower triangle of F contains the information needed to reconstruct L
using

L :LN—IPN—I L1P|

where Py is the identity matrix with rows k and P, interchanged and Ly is the identity with F; for
i=k+1, .., Ninserted below the diagonal. The strict lower half of F can also be thought of as
containing the negative of the multipliers.

The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.
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Comments

1. Workspace may be explicitly provided, if desired, by use of L2TCG/DL2TCG. The
reference is:

CALL L2TCG (N, A, LDA, FACT, LDFACT, IPVT, WK)

The additional argument is:

WK — Complex work vector of length N.

2. Informational error
Type Code
4 2 The input matrix is singular.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MXLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix A. A contains the matrix to be factored. (Input)

FACTO — MXLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix FACT. FACT contains the LU factorization of the matrix A. (Output)
If A is not needed, A and FACT can share the same storage locations.

IPVTO — Local vector of length MXLDA containing the local portions of the distributed
vector IPVT. IPVT contains the pivoting information for the LU factorization.
(Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A linear system with multiple right-hand sides is solved. LETCG is called to factor the coefficient
matrix. LFSCG is called to compute the two solutions for the two right-hand sides. In this case the
coefficient matrix is assumed to be well-conditioned and correctly scaled. Otherwise, it would be
better to call LFCCG to perform the factorization, and LFICG to compute the solutions.

USE LFTCG_INT

USE LFSCG_INT

USE WRCRN_INT
! Declare variables

PARAMETER (LDA=3, LDFACT=3, N=3)

INTEGER IPVT (N)

COMPLEX A(LDA,LDA), B(N,2), X(N,2), FACT(LDFACT,LDFACT)
! Set values for A
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! A= (1.0+41.01 2.0+3.01 3.0-3.01)
! (2.0+41.01 5.0+3.01 7.0-5.01)
! (-2.0+1.01i -4.0+44.01 5.0+3.01)
!

DATA A/(1.0,1.0), (2.0,1.0), (-2.0,1.0), (2.0,3.0), (5.0,3.0),¢&
(-4.0,4.0), (3.0,-3.0), (7.0,-5.0), (5.0,3.0)/

Set the right-hand sides, B
B=( 3.0+ 5.01i 9.0+ 0.01)
( 22.0+10.01 13.0+ 9.01)
(-10.0+ 4.01 6.0+10.01)

DATA B/ (3.0,5.0), (22.0,10.0), (-10.0,4.0), (9.0,0.0),¢&
(13.0,9.0), (6.0,10.0)/

! Factor A
CALL LFTCG (A, FACT, IPVT)

! Solve for the two right-hand sides
DO 10 J=1, 2

CALL LFSCG (FACT, IPVT, B(:,J), X(:,J))
10 CONTINUE

! Print results

CALL WRCRN (’X’, X)

END
Output
X
1 2
1 (1.000,-1.000) ( 0.000, 2.000)
2 ( 2.000, 4.000) (-2.000,-1.000)
3 (3.000, 0.000) ( 1.000, 3.000)

ScalLAPACK Example

The same linear system with multiple right-hand sides is solved as a distributed example. LETCG is
called to factor the matrix. LFSCG is called to compute the two solutions for the two right-hand
sides. SCALAPACK_MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter 11,
“Utilities”) used to map and unmap arrays to and from the processor grid. They are used here for
brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local
arrays.

USE MPI_ SETUP INT
USE LFTCG_INT
USE LFSCG_INT
USE WRCRN_INT
USE SCALAPACK_SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, DESCA(9), DESCL(9)
INTEGER INFO, MXCOL, MXLDA
INTEGER, ALLOCATABLE :: IPVTO (:)
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COMPLEX, ALLOCATABLE A(:,:), B(:,:), X(:,:), X0(:)
COMPLEX, ALLOCATABLE AO(:,:), FACTO(:,:), BO(:)
PARAMETER (LDA=3, N=3)
! Set up for MPI
MP NPROCS = MP_SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N,2), X(N,2))
! Set values for A and B
A(l,:) = (/ (1.0, 1.0), (2.0, 3.0), ( 3.0,=-3.0)/)
A(2,:) = (/ (2.0, 1.0), (5.0, 3.0), ( 7.0,-5.0)/)
A(3,:) = (/ (-2.0, 1.0), (-4.0, 4.0), ( 5.0, 3.0)/)
|
B(1,:) = (/ ( 3.0, 5.0), (9.0, 0.0)/)
B(2,:) (/ ( 22.0, 10.0), (13.0, 9.0)/)
B(3,:) = (/ (-10.0, 4.0), ( 6.0, 10.0)/)
ENDIF
! Set up a 1D processor grid and define
! its context ID, MP_ ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCL, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)

ALLOCATE (AO (MXLDA, MXCOL) ,
BO (MXLDA) ,

Allocate space for the local arrays
X0 (MXLDA) , FACTO (MXLDA,MXCOL), &

IPVTO (MXLDA))

Map input array to the processor grid

CALL SCALAPACK MAP (A, DESCA, AO)

CALL LFTCG (AOQ,

Do 10 J=1,

CALL SCALAPACK MAP(B(:,J),
CALL LFSCG
CALL SCALAPACK UNMAP (X0,

10 CONTINUE

IF(MP_RANK.EQ.O)

FACTO,

(FACTO,

IPVTO,

CALL WRCRN

Factor A
IPVTO)
Solve for the two right-hand sides

DESCL, BO)
BO, XO0)
DESCL, X(:,J))

Print results.
Only Rank=0 has the solution, X.
("x", X)

IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)

DEALLOCATE (AO,

BO,

FACTO,

IPVTO, XO)
Exit ScalLAPACK usage

CALL SCALAPACK EXIT (MP_ ICTXT)

MP_NPROCS =
END

Output

X
1

1 (1.000,-1.000)

( 0.000,

Shut down MPI

MP_SETUP (‘FINAL’)

2
2.000)
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2 ( 2.000, 4.000) (-2.000,-1.000)
3 ( 3.000, 0.000) (1.000, 3.000)

LESCG
EMPI

Solves a complex general system of linear equations given the LU factorization of the coefficient
matrix.

Required Arguments

FACT — Complex N by N matrix containing the LU factorization of the coefficient matrix A
as output from routine LECCG/DLFCCG or LETCG/DLFTCG. (Input)

IPVT — Vector of length N containing the pivoting information for the LU factorization of A
as output from routine LFCCG/DLFCCG or LETCG/DLFTCG. (Input)

B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and x can share the same storage locations.

Optional Arguments

N — Number of equations. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX = B is solved.

IPATH = 2 means the system afx = B is solved.
Default: 1PATH = 1.

FORTRAN 90 Interface
Generic: CALL LFSCG (FACT, IPVT,B,X [,..])
Specific: The specific interface names are S_LFSCG and D_LFSCG.

FORTRAN 77 Interface

Single: CALL LFSCG (N, FACT, LDFACT, IPVT, B, IPATH, X)
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Double: The double precision name is DLFSCG.

ScaLAPACK Interface

Generic: CALL LFSCG (FACTO, IPVTO,BO, X0 [,..])
Specific: The specific interface names are S_LFSCG and D_LFSCG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFSCG computes the solution of a system of linear algebraic equations having a complex
general coefficient matrix. To compute the solution, the coefficient matrix must first undergo an
LU factorization. This may be done by calling either LFCCG or LFTCG. The solution to Ax = b is
found by solving the triangular systems Ly = b and Ux = y. The forward elimination step consists
of solving the system Ly = b by applying the same permutations and elimination operations to b
that were applied to the columns of 4 in the factorization routine. The backward substitution step
consists of solving the triangular system Ux = y for x.

Routines LFSCG and LFICG both solve a linear system given its LU factorization. LEICG generally
takes more time and produces a more accurate answer than LFSCG. Each iteration of the iterative
refinement algorithm used by LFICG calls LFSCG.

The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

FACTO — wMXLDA by MxXCOL complex local matrix containing the local portions of the
distributed matrix FACT as output from routine LECCG/DLFCCG or LFTCG/DLFTCG.
FACT contains the LU factorization of the matrix A. (Input)

IPVTO — Local vector of length MXLDA containing the local portions of the distributed
vector IPVT. IPVT contains the pivoting information for the LU factorization as output
from subroutine LFCCG/DLFCCG or LETCG/DLFTCG. (Input)

B0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector B. B contains the right-hand side of the linear system. (Input)

X0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector X. X contains the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.
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All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK_GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been

made. See the ScaLAPACK Example below.

Example

The inverse is computed for a complex general 3 x 3 matrix. The input matrix is assumed to be

well-conditioned, hence LFTCG is used rather than LFCCG.

USE IMSL LIBRARIES

! Declare variables

PARAMETER (LDA=3, LDFACT=3, N=3)

INTEGER IPVT (N)

REAL THIRD

COMPLEX A(LDA,LDA), AINV(LDA,LDA), RJ(N), FACT(LDFACT,LDFACT)
! Declare functions

COMPLEX CMPLX
! Set values for A
i
! A= ( 1.0+1.0i 2.0+3.01 3.0+3.01)
! ( 2.0+1.01 5.0+3.01 7.0+4.01)
! ( -2.0+41.01 -4.0+4.0i -5.0+3.01)
i

DATA A/(1.0,1.0), (2.0,1.0), (-2.0,1.0), (2.0,3.0), (5.0,3.0),¢&

(-4.0,4.0), (3.0,3.0), (7.0,4.0), (-5.0,3.0)/

|
! Scale A by dividing by three

THIRD = 1.0/3.0

DO 10 1I=1, N

CALL CSSCAL (N, THIRD, A(:,I), 1)
10 CONTINUE

! Factor A

CALL LFTCG (A, FACT, IPVT)
! Set up the columns of the identity
! matrix one at a time in RJ

CALL CSET (N, (0.0,0.0), RJ, 1)

DO 20 J=1, N

RJ(J) = CMPLX(1.0,0.0)

RJ is the J-th column of the identity
matrix so the following LFSCG

the inverse of A in the J-th column

!
|
! reference places the J-th column of
|
!

of AINV
CALL LFSCG (FACT, IPVT, RJ, AINV(:,J))
RJ(J) = CMPLX(0.0,0.0)
20 CONTINUE
! Print results
CALL WRCRN (’AINV’, AINV)
END

Output
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AINV

1 2 3
1 ( 6.400,-2.800) (-3.800, 2.600) (-2.600, 1.200)
2 (-1.600,-1.800) ( 0.200, 0.600) (0.400,-0.800)
3 (-0.600, 2.200) (1.200,-1.400) (0.400, 0.200)

ScaLAPACK Example

The inverse of the same 3 x 3 matrix is computed as a distributed example. The input matrix is
assumed to be well-conditioned, hence LFTCG is used rather than LFCCG. LFSCG is called to
determine the columns of the inverse. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility
routines (see Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor
grid. They are used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes

the descriptors for the local arrays.

USE MPI SETUP_ INT
USE LFTCG_ INT
USE LFSCG_INT
USE WRCRN_INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables
INTEGER J, LDA, N, DESCA(9), DESCL(9)
INTEGER INFO, MXCOL, MXLDA
INTEGER, ALLOCATABLE IPVTO(:)
COMPLEX, ALLOCATABLE A(:,:), AINV(:,:), XO0(:)
COMPLEX, ALLOCATABLE AO(:,:), FACTO(:,:), RJ(:), RJO(:)
REAL THIRD
PARAMETER (LDA=3, N=3)
! Set up for MPI
MP NPROCS = MP_SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), AINV(LDA,N))
! Set values for A
A(l,:) = (/ (1.0, 1.0), (2.0, 3.0), (3.0, 3.0)/)
A(2,:) = (/ (2.0, 1.0), ( 5.0, 3.0), (7.0, 4.0)/)
A(3,:) = (/ (-2.0, 1.0), (-4.0, 4.0), (-5.0, 3.0)/)
! Scale A by dividing by three
THIRD = 1.0/3.0
A = A * THIRD
ENDIF
! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK_SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP_ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCL, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
Allocate space for the local arrays

ALLOCATE (AQO (MXLDA, MXCOL), X0 (MXLDA),FACTO (MXLDA,MXCOL), RJ(N), &
RJO (MXLDA), IPVTO (MXLDA))
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! Map input array to the processor grid
CALL SCALAPACK_MAP(A, DESCA, A0)
! Factor A
CALL LFTCG (AO, FACTO, IPVTO)
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = (0.0, 0.0)
DO 10 J=1, N
RJ(J) = (1.0, 0.0)
CALL SCALAPACK MAP(RJ, DESCL, RJO)
RJ is the J-th column of the identity
matrix so the following LFICG
reference computes the J-th column of
the inverse of A
CALL LFSCG (FACTO, IPVTO, RJO, XO)
RJ(J) = (0.0, 0.0)
CALL SCALAPACK_UNMAP(XO, DESCL, AINV(:,dJ))
10 CONTINUE
! Print results.
! Only Rank=0 has the solution, AINV.
IF (MP_RANK.EQ.0) CALL WRCRN (’AINV’, AINV)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, AINV)
DEALLOCATE (A0, FACTO, IPVTO, RJ, RJO, XO)
! Exit ScalAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)

END
Output
AINV
1 2 3
1 ( 6.400,-2.800) (-3.800, 2.600) (-2.600, 1.200)
2 (-1.600,-1.800) ( 0.200, 0.600) ( 0.400,-0.800)
3 (-0.600, 2.200) ( 1.200,-1.400) ( 0.400, 0.200)

LEICG
EMPI

Uses iterative refinement to improve the solution of a complex general system of linear equations.

Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the linear system. (Input)

FACT — Complex N by N matrix containing the LU factorization of the coefficient matrix A
as output from routine LECCG/DLFCCG or LETCG/DLFTCG. (Input)
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IPVT — Vector of length N containing the pivoting information for the LU factorization of A
as output from routine LFCCG/DLEFCCG or LETCG/DLFTCG. (Input)

B — Complex vector of length N containing the right-hand side of the linear system. (Input)
X — Complex vector of length N containing the solution to the linear system. (Output)

RES — Complex vector of length N containing the residual vector at the improved solution.
(Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: L.DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX = B is solved.

IPATH = 2 means the system A’X = B is solved.
Default: 1PATH = 1.

FORTRAN 90 Interface
Generic: CALL LFICG (A, FACT, IPVT, B, X, RES [,..])
Specific: The specific interface names are S LFICG and D LFICG.
FORTRAN 77 Interface
Single: CALL LFICG (N, A, LDA, FACT, LDFACT, IPVT, B, IPATH, X, RES)
Double: The double precision name is DLFICG.
ScaLAPACK Interface
Generic: CALL LFICG (AQ, FACTO, IPVTO, BO, X0, RESO [,..])

Specific: The specific interface names are S_LFICG and D_LFICG.
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See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFICG computes the solution of a system of linear algebraic equations having a complex
general coefficient matrix. Iterative refinement is performed on the solution vector to improve the
accuracy. Usually almost all of the digits in the solution are accurate, even if the matrix is
somewhat ill-conditioned.

To compute the solution, the coefficient matrix must first undergo an LU factorization. This may
be done by calling either LFCCG, or LFTCG.

Iterative refinement fails only if the matrix is very ill-conditioned. Routines LFICG and LFSCG
both solve a linear system given its LU factorization. LFICG generally takes more time and
produces a more accurate answer than LFSCG. Each iteration of the iterative refinement algorithm
used by LFICG calls LFSCG.

Comments
Informational error

Type Code
3 2 The input matrix is too ill-conditioned for iterative refinement to be
effective

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MXLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix A. A contains the coefficient matrix of the linear system. (Input)

FACTO — MXLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix FACT as output from routine LECCG or LETCG. FACT contains the
LU factorization of the matrix A. (Input)

IPVTO — Local vector of length MXLDA containing the local portions of the distributed
vector IPVT. IPVT contains the pivoting information for the LU factorization as output
from subroutine LFCCG or LETCG. (Input)

B0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector B. B contains the right-hand side of the linear system. (Input)

X0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector X. X contains the solution to the linear system. (Output)

RESO — Complex local vector of length MxLDA containing the local portions of the
distributed vector RES. RES contains the final correction at the improved solution to
the linear system. (Output)
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All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK_GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A set of linear systems is solved successively. The right-hand-side vector is perturbed after solving
the system each of the first two times by adding 0.5 + 0.5i to the second element.

USE LFICG_ INT
USE LFCCG_INT
USE WRCRN_INT
USE UMACH_ INT
! Declare variables
PARAMETER (LDA=3, LDFACT=3, N=3)

INTEGER IPVT (N), NOUT

REAL RCOND

COMPLEX A(LDA,LDA), B(N), X(N), FACT(LDFACT,LDFACT), RES(N)
! Declare functions

COMPLEX CMPLX

Set values for A

= ( 1.0+1.0i 2.0+43.01i 3.0-3.01)
( 2.0+41.01 5.0+3.01i 7.0-5.01)
( -2.0+1.01 -4.0+4.01i 5.0+3.01)

b=

DATA A/(1.0,1.0), (2.0,1.0), (-2.0,1.0), (2.0,3.0), (5.0,3.0), &
(-4.0,4.0), (3.0,-3.0), (7.0,-5.0), (5.0,3.0)/
|
! Set values for B
! B = (3.0+5.01i 22.0+10.0i -10.0+4.01)
|
DATA B/(3.0,5.0), (22.0,10.0), (-10.0,4.0)/
! Factor A
CALL LFCCG (A, FACT, IPVT, RCOND)
! Print the L1 condition number
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0E0/RCOND
! Solve the three systems
DO 10 J=1, 3
CALL LFICG (A, FACT, IPVT, B, X, RES)
! Print results
CALL WRCRN (’X’, X, 1, N, 1)
! Perturb B by adding 0.5+0.51 to B(2)
B(2) = B(2) + CMPLX(0.5,0.5)
10 CONTINUE
i

99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output
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RCOND < 0.025
L1 Condition number < 75.0

X
1 2
(1.000,-1.000) (2.000, 4.000) ( 3.
X
1 2
( 0.910,-1.061) (1.986, 4.175) (3.
X
1 2
(0.821,-1.123) (1.972, 4.349) ( 3.

ScaLAPACK Example

3

000, 0.000)

3

123, 0.071)

3

245, 0.142)

The same set of linear systems is solved successively as a distributed example. The right-hand-
side vector is perturbed after solving the system each of the first two times by adding 0.5 + 0.5i to
the second element. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see
Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor grid. They are
used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors

for the local arrays.

USE MPI SETUP INT
USE LFICG_ INT
USE LFCCG_INT
USE WRCRN_INT
USE UMACH_INT
USE SCALAPACK_SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
Declare variables
INTEGER J, LDA, N, DESCA(9), DESCL(9)
INTEGER INFO, MXCOL, MXLDA, NOUT
INTEGER, ALLOCATABLE IPVTO(:)
COMPLEX, ALLOCATABLE A(:,:), B(:), X(:), X0(:), RES(:)
COMPLEX, ALLOCATABLE AO(:,:), FACTO(:,:), BO(:), RESO(:)
REAL RCOND
PARAMETER (LDA=3, N=3)
Set up for MPI
MP NPROCS = MPisETUP()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), X(N), RES(N))
Set values for A and B
A(l,:) = (/ (1.0, 1.0), (2.0, 3.0), ( 3.0, 3.0)/)
A(2,:) (/ (2.0, 1.0), (5.0, 3.0), (7.0, 4.0)/)
A(3,:) = (/ (2.0, 1.0), (-4.0, 4.0), (-5.0, 3.0)/)
B = (/ (3.0, 5.0), (22.0, 10.0), (-10.0, 4.0)/)
ENDIF
Set up a 1D processor grid and define
its context ID, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
Get the array descriptor entities MXLDA,
and MXCOL
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10

99999

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
Set up the array descriptors

CALL DESCINIT(DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)

CALL DESCINIT (DESCL, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
Allocate space for the local arrays
ALLOCATE (AQO (MXLDA,MXCOL) , X0 (MXLDA),FACTO (MXLDA,MXCOL), &
BO (MXLDA), IPVTO(MXLDA), RESO (MXLDA))
Map input array to the processor grid
CALL SCALAPACK_MAP(A, DESCA, A0)
Factor A
CALL LFCCG (A0, FACTO, IPVTO, RCOND)
Print the L1 condition number
IF (MP_RANK .EQ. 0) THEN
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0EO0/RCOND
ENDIF
Solve the three systems
Do 10 J=1, 3
CALL SCALAPACK MAP (B, DESCL, BO)
CALL LFICG (AO, FACTO, IPVTO, BO, X0, RESO)
CALL SCALAPACKiUNMAP(XO, DESCL, X)
Print results
Only Rank=0 has the solution, X.
IF (MP_RANK .EQ. 0) CALL WRCRN ('X’, X, 1, N, 1)
Perturb B by adding 0.5+0.51 to B(2)
IF(MP_RANK .EQ. 0) B(2) = B(2) + (0.5,0.5)
CONTINUE
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X, RES)
DEALLOCATE (AO, BO, FACTO, IPVTO, X0, RESO)
Exit Scalapack usage
CALL SCALAPACK EXIT (MP_ ICTXT)

Shut down MPI
MP NPROCS = MPisETUP(‘FINAL’)
FORMAT (/ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < 0.025
L1l Condition number < 75.0

X
1 2 3
(1.000,-1.000) (2.000, 4.000) ( 3.000, 0.000)
X
1 2 3
(0.910,-1.061) (1.986, 4.175) (3.123, 0.071)
X
1 2 3
(0.821,-1.123) (1.972, 4.349) (3.245, 0.142)
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LFDCG

Computes the determinant of a complex general matrix given the LU factorization of the matrix.

Required Arguments

FACT — Complex N by N matrix containing the LU factorization of the coefficient matrix A
as output from routine LECCG/DLFCCG or LETCG/DLFTCG. (Input)

IPVT — Vector of length N containing the pivoting information for the LU factorization of A
as output from routine LFCCG/DLFCCG or LETCG/DLFTCG. (Input)

DET1 — Complex scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that 1.0 <|pET1| < 10.0 or DET1 = 0.0.

DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form det(4) = pET1 * 10PET,

Optional Arguments

N — Number of equations. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFDCG (FACT, IPVT, DET1, DET2 [,..])

Specific: The specific interface names are S LFDCG and D_LEDCG.

FORTRAN 77 Interface

Single: CALL LFDCG (N, FACT, LDFACT, IPVT, DET1, DET2)
Double: The double precision name is DLEDCG.
Description

Routine LFDCG computes the determinant of a complex general coefficient matrix. To compute the
determinant the coefficient matrix must first undergo an LU factorization. This may be done by
calling either LECCG or LFTCG. The formula det 4 = det L det U is used to compute the
determinant. Since the determinant of a triangular matrix is the product of the diagonal elements,

detv =[]0,
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(The matrix U is stored in the upper triangle of FACT.) Since L is the product of triangular matrices
with unit diagonals and of permutation matrices, det L = (—1)k where £ is the number of pivoting

interchanges.

LFDCG is based on the LINPACK routine CGEDT; see Dongarra et al. (1979).

Example

The determinant is computed for a complex general 3 x 3 matrix.

USE LFDCG_INT
USE LFTCG INT
USE UMACH_ INT
! Declare variables
PARAMETER (LDA=3, LDFACT=3, N=3)
INTEGER IPVT (N), NOUT
REAL DET2
COMPLEX A (LDA,LDA), FACT(LDFACT,LDFACT), DETI1
Set values for A

A= ( 3.0-2.01i 2.0+4.01
.0+1.01 2.0-6.01
( 4.0+40.01 -5.0+1.01

[

DATA A/(3.0,-2.0), (1.0,1.0), (4.0,0.0), (2.0,4.0), (2.
1.0,2

(-5.0,1.0), (0.0,-3.0), ( .0), (3.0,-2.0)/

! Factor A
CALL LFTCG (A, FACT, IPVT)

0.0-3.01)
1.0+2.01)
3.0-2.01)

0,-6.0),&

! Compute the determinant for the

! factored matrix
CALL LFDCG (FACT, IPVT, DET1, DET2)

! Print results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) DET1, DET2

99999 FORMAT (' The determinant of A is’,3X,’ (',F6.3,’,’,F6.3,&

)y * 10**",F2.0)
END

Output

The determinant of A is ( 0.700, 1.100) * 10**1.

LINCG
Emrr

Computes the inverse of a complex general matrix.
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Required Arguments

A — Complex N by N matrix containing the matrix to be inverted. (Input)

AINV — Complex N by N matrix containing the inverse of A. (Output)
If 4 is not needed, A and ATNV can share the same storage locations.

Optional Arguments

N — Number of equations. (Input)
Default: n = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: n.DA = size (a,1).

LDAINV — Leading dimension of ATNV exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDAINV = size (AINV,1).

FORTRAN 90 Interface

Generic: CALL LINCG (A,AINV [,..])

Specific: The specific interface names are S_LINCG and D_LINCG.

FORTRAN 77 Interface

Single: CALL LINCG (N, A, LDA, AINV, LDAINV)

Double: The double precision name is DLINCG.

ScaLAPACK Interface

Generic: CALL LINCG (A0, AINVO [,..])
Specific: The specific interface names are S LINCG and D_LINCG.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LINCG computes the inverse of a complex general matrix. The underlying code is based
on either LINPACK , LAPACK, or ScaLAPACK code depending upon which supporting libraries
are used during linking. For a detailed explanation see “Using ScaLAPACK, LAPACK,
LINPACK, and EISPACK” in the Introduction section of this manual.
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LINCG first uses the routine LFCCG to compute an LU factorization of the coefficient matrix and to
estimate the condition number of the matrix. LFCCG computes U and the information needed to
compute L. LINCT is then used to compute U. Finally 2 is computed using A=UL.

LINCG fails if U, the upper triangular part of the factorization, has a zero diagonal element or if the
iterative refinement algorithm fails to converge. This errors occurs only if 4 is singular or very
close to a singular matrix.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in 4 can cause very large changes in A™".

Comments

1. Workspace may be explicitly provided, if desired, by use of L2NCG/DL2NCG. The
reference is:

CALL L2NCG (N, A, LDA, AINV, LDAINV, WK, IWK)

The additional arguments are as follows:
WK — Complex work vector of length N + N(N — 1)/2.

IWK — Integer work vector of length N.

2. Informational errors
Type  Code
3 1 The input matrix is too ill-conditioned. The inverse might not be
accurate.
4 2 The input matrix is singular.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MXLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix A. A contains the matrix to be inverted. (Input)

AINVO — MXLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix AINV. AINV contains the inverse of the matrix A. (Output)
If A is not needed, A and AINV can share the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a
call to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities)
has been made. See the ScaLAPACK Example below.

Example

The inverse is computed for a complex general 3 x 3 matrix.
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USE LINCG INT
USE WRCRN_INT
USE CSSCAL INT
! Declare variables
PARAMETER (LDA=3, LDAINV=3, N=3)
REAL THIRD
COMPLEX A (LDA,LDA), AINV(LDAINV,LDAINV)
Set values for A

A= ( 1.0+1.0i 2.0+43.01i 3.0+3.01)
.0+1.01 5.0+3.0i 7.0+4.01)
(-2.0+1.01 -4.0+4.01i -5.0+3.01)

N

DATA A/(1.0,1.0), (2.0,1.0), (-2.0,1.0), (2.0,3.0), (5.0,3.0),¢&
(-4.0,4.0), (3.0,3.0), (7.0,4.0), (-5.0,3.0)/

! Scale A by dividing by three
THIRD = 1.0/3.0
DO 10 I=1, N

CALL CSSCAL (N, THIRD, A(:,I), 1)
10 CONTINUE

! Calculate the inverse of A
CALL LINCG (A, AINV)

! Print results
CALL WRCRN (’AINV’, AINV)

END
Output
AINV
1 2 3
1 ( 6.400,-2.800) (-3.800, 2.600) (-2.600, 1.200)
2 (-1.600,-1.800) ( 0.200, 0.600) ( 0.400,-0.800)
3 (-0.600, 2.200) ( 1.200,-1.400) ( 0.400, 0.200)

ScaLAPACK Example

The inverse of the same 3 x 3 matrix is computed as a distributed example. SCALAPACK_MAP and
SCALAPACK_UNMAP are IMSL utility routines (see Chapter 11, “Utilities”) used to map and unmap
arrays to and from the processor grid. They are used here for brevity. DESCINIT is a
ScaLAPACK tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP_ INT
USE LINCG_INT
USE WRCRN_INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, DESCA(9)
INTEGER INFO, MXCOL, MXLDA, NPROW, NPCOL
COMPLEX, ALLOCATABLE :: A(:,:), AINV(:,:)
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COMPLEX, ALLOCATABLE

AO(:,:), AINVO(:,:)

AINV (LDA,N))

Set values for A

(2.0, 3.0), (3.0, 3.0)/)
(5.0, 3.0), (7.0, 4.0)/)
(-4.0, 4.0), (=5.0, 3.0)/)

Scale A by dividing by three

REAL THIRD
PARAMETER (LDA=3, N=3)
! Set up for MPI
MP_NPROCS = MP_SETUP ()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N),
|
A(l,:) = (/ (1.0, 1.0),
A(2,:) = (/ (2.0, 1.0),
A(3,:) = (/ (-2.0, 1.0),
|
THIRD = 1.0/3.0
A = A * THIRD
ENDIF

CALL SCALAPACK SETUP(N, N, .

CALL SCALAPACK GETDIM(N, N,

CALL DESCINIT (DESCA, N, N, MP MB, MP NB,

ALLOCATE (AO (MXLDA, MXCOL) ,
CALL SCALAPACK MAP (A, DESCA,

CALL LINCG (A0, AINVO)

CALL SCALAPACK UNMAP (AINVO,

IF (MP_RANK.EQ.O0)
IF (MP_RANK .EQ.
DEALLOCATE (AO,

CALL WRCRN
0)
AINVO)

Set up a 1D processor grid and define
its context ID, MP ICTXT
TRUE., .TRUE.)
Get the array descriptor entities MXLDA,
and MXCOL
MP MB, MP NB, MXLDA, MXCOL)
Set up the array descriptors
0, 0, MP_ICTXT, MXLDA, INFO)
Allocate space for the local arrays

AINVO (MXLDA, MXCOL) )

Map input array to the processor grid
A0)
Factor A

Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.

DESCA, AINV)

Print results.

Only Rank=0 has the solution,
("AINV', AINV)

X.

DEALLOCATE (A, AINV)

Exit ScalAPACK usage

CALL SCALAPACK_EXIT(MP_ICTXT)
! Shut down MPI

MP NPROCS = MP_SETUP (‘FINAL’

END

Output

AINV
1

1 ( 6.400,-2.800) (-3.800, 2.600)
2 (-1.600,-1.800) ( 0.200, 0.600)
3 (-0.600, 2.200) ( 1.200,-1.400)

)

2
(-2.600, 1.200
( 0.400,-0.800

3
)
)
( 0.400, 0.200)
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LSLRT
EMPI

Solves a real triangular system of linear equations.

Required Arguments

A — N by N matrix containing the coefficient matrix for the triangular linear system. (Input)
For a lower triangular system, only the lower triangular part and diagonal of A are
referenced. For an upper triangular system, only the upper triangular part and diagonal
of A are referenced.

B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

Optional Arguments
N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: LDA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means solve AX = B, A lower triangular.
IPATH = 2 means solve AX = B, A upper triangular.
IPATH = 3 means solve A’x = B, A lower triangular.
IPATH = 4 means solve A’x = B, A upper triangular.
Default: TPATH = 1.

FORTRAN 90 Interface

Generic: CALL LSLRT (A, B, X [,..])

Specific: The specific interface names are S_LSLRT and D_LSLRT.
FORTRAN 77 Interface

Single: CALL LSLRT (N, A, LDA, B, IPATH, X)

Double: The double precision name is DLSLRT.

154 e Chapter 1: Linear Systems Fortran Numerical MATH LIBRARY



ScaLAPACK Interface

Generic: CALL LSLRT (A0, B0, X0 [,..])
Specific: ~ The specific interface names are S LSLRT and D_LSLRT.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LSLRT solves a system of linear algebraic equations with a real triangular coefficient
matrix. LSLRT fails if the matrix A has a zero diagonal element, in which case A is singular. The
underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending upon
which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — Mx1DA by MxCOL local matrix containing the local portions of the distributed matrix
A. A contains the coefficients of the linear system. (Input)
For a lower triangular system, only the lower triangular part and diagonal of A are
referenced. For an upper triangular system, only the upper triangular part and diagonal
of a are referenced.

B0 — Local vector of length MXLDA containing the local portions of the distributed vector B.
B contains the right-hand side of the linear system. (Input)

X0 — Local vector of length MXLDA containing the local portions of the distributed vector X.
x contains the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK_GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A system of three linear equations is solved. The coefficient matrix has lower triangular form and
the right-hand-side vector, b, has three elements.

USE LSLRT_INT
USE WRRRN_INT
! Declare variables
PARAMETER (LDA=3)
REAL A (LDA,LDA), B(LDA), X(LDA)
! Set values for A and B
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DATA A/2.0, 2.0, -4.0, 0.0, -1.0, 2.0, 0.0, 0.0, 5.0/
DATA B/2.0, 5.0, 0.0/

! Solve AX = B (IPATH = 1)
CALL LSLRT (A, B, X)

! Print results
CALL WRRRN (’X’, X, 1, 3, 1)
END

Output

X
1 2 3
1.000 =-3.000 2.000

ScaLAPACK Example

The same system of three linear equations is solved as a distributed computing example. The
coefficient matrix has lower triangular form and the right-hand-side vector b has three elements.
SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter 11, “Utilities”)
used to map and unmap arrays to and from the processor grid. They are used here for brevity.
DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP_ INT
USE LSLRT_ INT
USE WRRRN_ INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER LDA, N, DESCA(9), DESCX(9)

INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE :: A(:,:), B(:), X(:)
REAL, ALLOCATABLE :: AO(:,:), BO(:), XO(:)
PARAMETER (LDA=3, N=3)

! Set up for MPI
MP NPROCS = MP SETUP ()
IF(MPiRANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), X(N))
! Set values for A and B

A(l,:) = (/ 2.0, 0.0, 0.0/)
A(2,:) = (/ 2.0, -1.0, 0.0/)
A(3,:) = (/-4.0, 2.0, 5.0/)
|
B = (/ 2.0, 5.0, 0.0/)
ENDIF

! Set up a 1D processor grid and define
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! its context ID, MP_ ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
CALL SCALAPACK MAP (B, DESCX, BO)
! Solve AX = B (IPATH = 1)
CALL LSLRT (A0, B0, X0)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACK UNMAP (X0, DESCX, X)
! Print results.
! Only Rank=0 has the solution, X.
IF (MP_RANK .EQ. 0)CALL WRRRN ('X’, X, 1, N, 1)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, B0, XO0)
! Exit Scalapack usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)
END

Output

X
1 2 3
1.000 -3.000 2.000

LECRT
EMPI

Estimates the condition number of a real triangular matrix.

Required Arguments

A — N by N matrix containing the coefficient matrix for the triangular linear system. (Input)
For a lower triangular system, only the lower triangular part and diagonal of A are
referenced. For an upper triangular system, only the upper triangular part and diagonal
of a are referenced.
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RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of A.
(Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: LDA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means A is lower triangular.
IPATH = 2 means A is upper triangular.
Default: 1PATH =1.

FORTRAN 90 Interface

Generic: CALL LFCRT (A, RCOND [,..])

Specific: ~ The specific interface names are S LFCRT and D_LFCRT.

FORTRAN 77 Interface

Single: CALL LFCRT (N, A, LDA, TPATH, RCOND)

Double: The double precision name is DLFCRT.

ScaLAPACK Interface

Generic: CALL LFCRT (A0, RCOND [,..])
Specific: The specific interface names are S LFCRT and D_LFCRT.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFCRT estimates the condition number of a real triangular matrix. The L, condition
number of the matrix 4 is defined to be «(4) = [|4]|, A"’ ||, Since it is expensive to compute |47’ Il,s
the condition number is only estimated. The estimation algorithm is the same as used by
LINPACK and is described by Cline et al. (1979).
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If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A can cause very large changes in the
solution x.

The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2CRT/ DL2CRT. The
reference is:

CALL L2CRT (N, A, LDA, IPATH, RCOND, WK)

The additional argument is:

WK — Work vector of length .

2. Informational error
Type  Code
3 1 The input triangular matrix is algorithmically singular.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — mMx1DA by MxCOL local matrix containing the local portions of the distributed matrix
A. A contains the coefficient matrix for the triangular linear system. (Input)
For a lower triangular system, only the lower triangular part and diagonal of A are
referenced. For an upper triangular system, only the upper triangular part and diagonal
of a are referenced.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

An estimate of the reciprocal condition number is computed for a 3 x 3 lower triangular
coefficient matrix.

USE LFCRT_INT
USE UMACH_ INT
! Declare variables
PARAMETER (LDA=3)
REAL A (LDA,LDA), RCOND
INTEGER NOUT
! Set values for A and B
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DATA A/2.0, 2.0, -4.0, 0.0, -1.0, 2.0, 0.0, 0.0, 5.0/

! Compute the reciprocal condition
! number (IPATH=1)
CALL LFCRT (A, RCOND)
! Print results
CALL UMACH (2, NOUT)
WRITE (NOUT, 99999) RCOND, 1.0EO0/RCOND
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < 0.1
L1l Condition number < 15.0

ScaLAPACK Example

The same lower triangular matrix as in the example above is used in this distributed computing
example. An estimate of the reciprocal condition number is computed for the 3 x 3 lower
triangular coefficient matrix. SCALAPACK MAP is an IMSL utility routine (see Chapter 11,
“Utilities”) used to map an array to the processor grid. It is used here for brevity. DESCINIT is a
ScaLAPACK tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP_INT
USE LFCRT_INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER LDA, N, NOUT, DESCA(9)
INTEGER INFO, MXCOL, MXLDA
REAL RCOND

REAL, ALLOCATABLE :: A(:,:)
REAL, ALLOCATABLE :: A0 (:,:)
PARAMETER (LDA=3, N=3)

! Set up for MPI
MP NPROCS = MP_ SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N))
! Set values for A

A(l,:) = (/ 2.0, 0.0, 0.0/)
A(2,:) = 2.0, -1.0, 0.0/)
A(3,:) = (/-4.0, 2.0, 5.0/)
ENDIF
! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
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CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptor
CALL DESCINIT(DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AQ (MXLDA,MXCOL))
! Map input array to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
! Compute the reciprocal condition
! number (IPATH=1)
CALL LFCRT (A0, RCOND)
! Print results.
! Only Rank=0 has the solution, RCOND.
IF(MP_RANK .EQ. 0) THEN
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0EO0/RCOND
ENDIF
IF (MP_RANK .EQ. 0) DEALLOCATE (A)
DEALLOCATE (AQ0)
! Exit Scalapack usage
CALL SCALAPACK EXIT (MP_ICTXT)
! Shut down MPI
MP NPROCS = MP_SETUP (‘FINAL’)
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < 0.1
L1l Condition number < 15.0

LFDRT

Computes the determinant of a real triangular matrix.

Required Arguments

A — N by N matrix containing the triangular matrix. (Input)
The matrix can be either upper or lower triangular.

DET1 — Scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that 1.0 <|pET1| < 10.0 or DET1 = 0.0.

DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form det(a) = pET1 * 10PET2,

Optional Arguments

N — Number of equations. (Input)
Default: N = size (3,2).
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LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LFDRT (A, DET1,DET2 [,..])

Specific: The specific interface names are S_LFDRT and D_LFDRT.

FORTRAN 77 Interface

Single: CALL LFDRT (N, A, LDA, DET1, DET2)
Double: The double precision name is DLFDRT.
Description

Routine LEDRT computes the determinant of a real triangular coefficient matrix. The determinant
of a triangular matrix is the product of the diagonal elements

det A= Hll A,
LFDRT is based on the LINPACK routine STRDT; see Dongarra et al. (1979).

Comments

Informational error

Type Code
3 1 The input triangular matrix is singular.
Example

The determinant is computed for a 3 x 3 lower triangular matrix.

USE LFDRT_INT
USE UMACH_ INT
! Declare variables
PARAMETER (LDA=3)
REAL A(LDA,LDA), DET1, DET2
INTEGER NOUT
Set values for A

A= ( 2.0 )
( -4.0 2.0 5.0)

|
1
! ( 2.0 -1.0 )
|
|

DATA A/2.0, 2.0, -4.0, 0.0, -1.0, 2.0, 0.0, 0.0, 5.0/

! Compute the determinant of A
CALL LFDRT (A, DET1, DET2)
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! Print results

CALL UMACH (2, NOUT)
WRITE (NOUT,99999) DET1, DET2

99999 FORMAT ('’ The determinant of A is ’, F6.3, 7 * 10**", F2.0)
END

Output

The determinant of A is -1.000 * 10**1.

LINRT

Computes the inverse of a real triangular matrix.

Required Arguments

A — N by N matrix containing the triangular matrix to be inverted. (Input)
For a lower triangular matrix, only the lower triangular part and diagonal of A are
referenced. For an upper triangular matrix, only the upper triangular part and diagonal
of a are referenced.

AINV — N by N matrix containing the inverse of A. (Output)
If & is lower triangular, ATNV is also lower triangular. If A is upper triangular, ATNV is
also upper triangular. If A is not needed, A and AINV can share the same storage

locations.

Optional Arguments

N — Number of equations. (Input)
Default: N = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means A is lower triangular.
IPATH = 2 means A is upper triangular.
Default: IpATH = 1.

LDAINV — Leading dimension of AINV exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDAINV = size (AINV,1).

FORTRAN 90 Interface

Generic: CALL LINRT (A, AINV [,..])
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Specific: The specific interface names are S_LINRT and D_LINRT.

FORTRAN 77 Interface

Single: CALL LINRT (N, A, LDA, IPATH, AINV, LDAINV)
Double: The double precision name is DLINRT.
Description
Routine LINRT computes the inverse of a real triangular matrix. It fails if A has a zero diagonal
element.
Example

The inverse is computed for a 3 x 3 lower triangular matrix.

USE LINRT_ INT
USE WRRRN INT

! Declare variables
PARAMETER (LDA=3)

REATL A (LDA,LDA), AINV (LDA,LDA)
! Set values for A
! A= ( 2.0 )
! ( 2.0 -1.0 )
! ( -4.0 2.0 5.0)
|

DATA A/2.0, 2.0, -4.0, 0.0, -1.0, 2.0, 0.0, 0.0, 5.0/

! Compute the inverse of A
CALL LINRT (A, AINV)

! Print results
CALL WRRRN ("AINV’, AINV)

END
Output
AINV
1 2 3
1 0.500 0.000 0.000
2 1.000 =-1.000 0.000
3 0.000 0.400  0.200

Solves a complex triangular system of linear equations.
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Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the triangular linear system.

(Input)
For a lower triangular system, only the lower triangle of a is referenced. For an upper
triangular system, only the upper triangle of A is referenced.

B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

Optional Arguments

N — Number of equations. (Input)
Default: N = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means solve AX = B, A lower triangular
IPATH = 2 means solve AX = B, A upper triangular
TPATH = 3 means solve A”X = B, A lower triangular
TPATH = 4 means solve A”X =B, & upper triangular
Default: IpATH = 1.

FORTRAN 90 Interface

Generic: CALL LSLCT (A,B,X [,..])

Specific: The specific interface names are S_LSLCT and D_LSLCT.
FORTRAN 77 Interface

Single: CALL LSLCT (N, A, LDA, B, IPATH, X)

Double: The double precision name is DLSLCT.
ScaLAPACK Interface

Generic: CALL LSLCT (A0, B0, X0 [,..])

Specific: The specific interface names are S_LSLCT and D_LSLCT.

Chapter 1: Linear Systems LSLCT e 165



See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LSLCT solves a system of linear algebraic equations with a complex triangular coefficient
matrix. LSLCT fails if the matrix A has a zero diagonal element, in which case A is singular. The
underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending upon
which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

Comments
Informational error

Type Code
4 1 The input triangular matrix is singular. Some of its diagonal elements are
near zero.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MXLDA by MxCOL complex local matrix containing the local portions of the distributed
matrix A. A contains the coefficient matrix of the triangular linear system. (Input)
For a lower triangular system, only the lower triangular part and diagonal of A are
referenced. For an upper triangular system, only the upper triangular part and diagonal
of a are referenced.

B0 — Local complex vector of length MXLDA containing the local portions of the distributed
vector B. B contains the right-hand side of the linear system. (Input)

X0 — Local complex vector of length MXLDA containing the local portions of the distributed
vector X. X contains the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call to
SCALAPACK_ GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A system of three linear equations is solved. The coefficient matrix has lower triangular form and
the right-hand-side vector, b, has three elements.

USE LSLCT_INT
USE WRCRN_INT

! Declare variables
INTEGER LDA
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PARAMETER (LDA=3)
COMPLEX A (LDA,LDA), B(LDA), X(LDA)
Set values for A and B

A= ( -3.0+2.01
(-2.0-1.01i 0.0+6.01

B

DATA A/ (-3.0,2.0), (-2.0,-1.0), (-1.0, 3.0), (0.0,0.0),
(1.0,-5.0), (0.0,0.0), (0.0,0.0), (-4.0,0.0)/
DATA B/ (-13.0,0.0), (-10.0,-1.0), (-11.0,3.0)/

! Solve AX = B
CALL LSLCT (A, B, X)

! Print results
CALL WRCRN ('X’, X, 1, 3, 1)

END
Output
X
1 2 3
( 3.000, 2.000) ( 1.000, 1.000) ( 2.000, 0.000)

ScaLAPACK Example

(-1.0+3.01 1.0-5.0i -4.0+0.01

)
)
)

(-13.0+0.01 -10.0-1.01i -11.0+3.01)

(0.0,6.0),&

The same lower triangular matrix as in the example above is used in this distributed computing

example. The system of three linear equations is solved. SCALAPACK MAP and

SCALAPACK_UNMAP are IMSL utility routines (see Chapter 11, “Utilities”) used to map and unmap
arrays to and from the processor grid. They are used here for brevity. DESCINIT is a ScaLAPACK

tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP_INT
USE LSLCT INT
USE WRCRN_INT
USE SCALAPACK_SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER LDA, N, DESCA(9), DESCX(9)

INTEGER INFO, MXCOL, MXLDA

COMPLEX, ALLOCATABLE :: A(:,:), B(:), X(:)
COMPLEX, ALLOCATABLE :: AO(:,:), BO(:), XO(:)
PARAMETER (LDA=3, N=3)

! Set up for MPI
MP NPROCS = MP_ SETUP ()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), X(N))
! Set values for

A
A(l,:) = (/ (-3.0, 2.0), (0.0, 0.0), (0.0, 0.0)/)
A(2,:) = (/ (-2.0, -1.0), (0.0, 6.0), ( 0.0, 0.0)/)
A(3,:) = (/ (-1.0, 3.0), (1.0, -5.0), (-4.0, 0.0)/)
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B = (/ (-13.0, 0.0), (-10.0, -1.0), (-11.0, 3.0)

ENDIF
! Set up a 1D processor grid and define
! its context ID, MP_ ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptor
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP_ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
CALL SCALAPACK_MAP(B, DESCX, BO)
! Solve AX = B
CALL LSLCT (A0, B0, XO0)
! Unmap the results from the distributed
! arrays back to a non-distributed array.
! After the unmap, only Rank=0 has the full
! array.
CALL SCALAPACK UNMAP (X0, DESCX, X)
! Print results.
! Only Rank=0 has the solution, X.
IF(MP_RANK .EQ. 0) CALL WRCRN (‘X’', X, 1, 3, 1)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, XO0)
! Exit ScalAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)
END

Output

X
1 2 3
( 3.000, 2.000) ( 1.000, 1.000) ( 2.000, 0.000)

LECCT
EMPI

Estimates the condition number of a complex triangular matrix.
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Required Arguments

A — Complex N by N matrix containing the triangular matrix. (Input)
For a lower triangular system, only the lower triangle of a is referenced. For an upper
triangular system, only the upper triangle of A is referenced.

RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of A.
(Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)

Default: LDA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means A is lower triangular.
IPATH = 2 means A is upper triangular.
Default: 1PATH =1.

FORTRAN 90 Interface

Generic: CALL LFCCT (A, RCOND [,..])

Specific: ~ The specific interface names are S LFCCT and D_LFCCT.
FORTRAN 77 Interface

Single: CALL LFCCT (N, A, LDA, TPATH, RCOND)

Double: The double precision name is DLFCCT.
ScaLAPACK Interface

Generic: CALL LFCCT (A0, RCOND [,..])

Specific: The specific interface names are S LFCCT and D _LFCCT.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.
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Description

Routine LFCCT estimates the condition number of a complex triangular matrix. The L, condition
number of the matrix A4 is defined to be k(4) = ||4]], 4! |I,- Since it is expensive to compute 4’ Il,»
the condition number is only estimated. The estimation algorithm is the same as used by
LINPACK and is described by Cline et al. (1979). If the estimated condition number is greater
than 1/e (where ¢ is machine precision), a warning error is issued. This indicates that very small
changes in 4 can cause very large changes in the solution x. The underlying code is based on
either LINPACK , LAPACK, or ScaLAPACK code depending upon which supporting libraries
are used during linking. For a detailed explanation see “Using ScaLAPACK, LAPACK,
LINPACK, and EISPACK?” in the Introduction section of this manual.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2ccT/DpL2cCT. The
reference is:

CALL L2CCT (N, A, LDA, IPATH, RCOND, CWK)

The additional argument is:

CWK — Complex work vector of length N.

2. Informational error
Type Code
3 1 The input triangular matrix is algorithmically singular.

ScaLAPACK Usage Notes
The arguments which differ from the standard version of this routine are:

AQ0— MXLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix A. A contains the coefficient matrix of the triangular linear system.
(Input)

For a lower triangular system, only the lower triangular part and diagonal of A are
referenced. For an upper triangular system, only the upper triangular part and diagonal
of a are referenced.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

An estimate of the reciprocal condition number is computed for a 3 x 3 lower triangular
coefficient matrix.

USE LFCCT_INT
USE UMACH_ INT
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! Declare variables

INTEGER LDA, N
PARAMETER  (LDA=3)
INTEGER NOUT
REAL RCOND

COMPLEX A (LDA, LDA)
Set values for A

A= ( -3.0+2.01 )
.0-1.01 0.0+6.01 )
(-1.0+3.01 1.0-5.01i -4.0+0.01 )

—
|
N

DATA A/ (-3.0,2.0),

( - .0, 3.0), (0.0,0.0), (0.0,6.0),&
(1.0,-5.0), (0.0,0.0

(-1
, (0.0,0.0), (-4.0,0.0)/

! Compute the reciprocal condition
! number
CALL LFCCT (A, RCOND)
! Print results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0E0/RCOND
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < 0.2
L1l Condition number < 10.0

ScalLAPACK Example

The same lower triangular matrix as in the example above is used in this distributed computing
example. An estimate of the reciprocal condition number is computed for a 3 x 3 lower triangular
coefficient matrix. SCALAPACK_ MAP and SCALAPACK UNMAP are IMSL utility routines (see
Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor grid. They are
used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors
for the local arrays.

USE MPI SETUP INT
USE LFCCT_INT
USE UMACH_INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER LDA, N, NOUT, DESCA(9)
INTEGER INFO, MXCOL, MXLDA

REAL RCOND

COMPLEX, ALLOCATABLE :: A(:,:)
COMPLEX, ALLOCATABLE :: AO(:,:)
PARAMETER (LDA=3, N=3)

! Set up for MPI
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MP_ NPROCS = MP_SETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N))
! Set values for

A
A(l,:) = (/ (-3.0, 2.0), (0.0, 0.0), (0.0, 0.0)/)
A(2,:) = (/ (-2.0, -1.0), (0.0, 6.0), (0.0, 0.0)/)
A(3,:) = (/ (-1.0, 3.0), (1.0, -5.0), (4.0, 0.0)/)
ENDIF
! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK_SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptor
CALL DESCINIT(DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AQ (MXLDA,MXCOL))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
! Compute the reciprocal condition
! number
CALL LFCCT (A0, RCOND)
! Print results.
! Only Rank=0 has the solution, RCOND.
IF (MP_RANK .EQ. 0) THEN
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0E0/RCOND
ENDIF
IF (MP_RANK .EQ. 0) DEALLOCATE (A)
DEALLOCATE (AQ0)
! Exit ScalAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < 0.2
L1 Condition number < 10.0

LFDCT

Computes the determinant of a complex triangular matrix.

Required Arguments

A — Complex N by N matrix containing the triangular matrix.(Input)

DET1 — Complex scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that 1.0 < | bET1 | <10.0 or DET1=0.0.
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DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form det(a) = pET1 * 10"

Optional Arguments

N — Number of equations. (Input)
Default: N=size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: DA =size (a,1).

FORTRAN 90 Interface

Generic: CALL LFDCT (A, DET1, DET2[,..])

Specific: The specific interface names are S LFDCT and D _LEDCT.

FORTRAN 77 Interface

Single: CALL LFDCT (N, A, LDA, DET1, DET2)
Double: The double precision name is DLEDCT.
Description

Routine LFDCT computes the determinant of a complex triangular coefficient matrix. The
determinant of a triangular matrix is the product of the diagonal elements

detA=]", 4,

LFDCT is based on the LINPACK routine CTRDI; see Dongarra et al. (1979).

Comments
Informational error
Type Code
3 1 The input triangular matrix is singular.
Example

The determinant is computed for a 3 x 3 complex lower triangular matrix.

USE LFDCT_INT
USE UMACH_INT
! Declare variables

INTEGER LDA, N
PARAMETER (LDA=3, N=3)
INTEGER NOUT
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REAL DET2
COMPLEX A(LDA,LDA), DETI1
Set values for A

A= ( -3.0+2.01 )
(-2.0-1.01i 0.0+6.01 )
(-1.0+3.01 1.0-5.0i -4.0+40.01 )

DATA A/ (-3.0,2.0),

( - .0, 3.0), (0.0,0.0), (0.0,6.0),&
(1.0,-5.0), (0.0,0.0

s (-1
, (0.0,0.0), (-4.0,0.0)/

Compute the determinant of A
CALL LFDCT (A, DET1, DET2)

Print results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) DET1, DET2

99999 FORMAT (' The determinant of A is (',F4.1,’,’,F4.1,") * 10**',&

F2.0)
END

Output

The determinant of A is ( 0.5, 0.7) * 10**2.

LINCT

Computes the inverse of a complex triangular matrixs.

Required Arguments

A — Complex N by N matrix containing the triangular matrix to be inverted. (Input)
For a lower triangular matrix, only the lower triangle of A is referenced. For an upper
triangular matrix, only the upper triangle of A is referenced.

AINV — Complex N by N matrix containing the inverse of A. (Output)
If A is lower triangular, ATNV is also lower triangular. If A is upper triangular, ATNV is
also upper triangular. If A is not needed, A and AINV can share the same storage
locations.

Optional Arguments

N — Number of equations. (Input)
Default: n = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: n.DA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means A is lower triangular.
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IPATH = 2 means A is upper triangular.
Default: 1PATH = 1.

LDAINV — Leading dimension of AINV exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDATINV = size (AINV,1).

FORTRAN 90 Interface

Generic: CALL LINCT (A, AINV [,..])

Specific: The specific interface names are S_LINCT and D_LINCT.

FORTRAN 77 Interface

Single: CALL LINCT (N, A, LDA, IPATH, AINV, LDAINV)
Double: The double precision name is DLINCT.
Description

Routine LINCT computes the inverse of a complex triangular matrix. It fails if A has a zero
diagonal element.
Comments

Informational error

Type Code
4 1 The input triangular matrix is singular. Some of its diagonal elements are
close to zero.

Example

The inverse is computed for a 3 x 3 lower triangular matrix.

USE LINCTilNT
USE WRCRN_INT
! Declare variables

INTEGER LDA
PARAMETER  (LDA=3)
COMPLEX A(LDA,LDA), AINV(LDA,LDA)

Set values for A

.0+2.01 )
(-2.0-1.01i 0.0+6.01 )
(-1.0+3.01i 1.0-5.0i -4.0+40.01 )

]
1
|

w

.0, 3.0), (0.0,0.0), (0.0,6.0),&

DATA A/ (-3.0,2.0), (-2.0,
0,0 .0), (-4.0,0.0)/

( —
(1.0,-5.0), (0.0,0.0
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! Compute the inverse of A
CALL LINCT (A, AINV)

! Print results
CALL WRCRN (’AINV’, AINV)

END
Output
AINV
1 2 3
1 (-0.2308,-0.1538) ( 0.0000, 0.0000) ( 0.0000, 0.0000)
2 (-0.0897, 0.0513) ( 0.0000,-0.1667) ( 0.0000, 0.0000)
3 (0.2147,-0.0096) (-0.2083,-0.0417) (-0.2500, 0.0000)

LSADS

EMPI

Solves a real symmetric positive definite system of linear equations with iterative refinement.

Required Arguments

A — N by N matrix containing the coefficient matrix of the symmetric positive definite linear
system. (Input)
Only the upper triangle of A is referenced.

B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: L.DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSADS (A,B,X [,..])

Specific: The specific interface names are S_LSADS and D_LSADS.
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FORTRAN 77 Interface

Single: CALL LSADS (N, A, LDA, B, X)

Double: The double precision name is DLSADS.

ScaLAPACK Interface

Generic: CALL LSADS (A0, B0, X0 [,..])
Specific: The specific interface names are S_LSADS and D_LSADS.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LSADS solves a system of linear algebraic equations having a real symmetric positive
definite coefficient matrix. The underlying code is based on either LINPACK , LAPACK, or
ScaLAPACK code depending upon which supporting libraries are used during linking. For a
detailed explanation see “Using ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the
Introduction section of this manual. LSADS first uses the routine LFCDS to compute an R'R
Cholesky factorization of the coefficient matrix and to estimate the condition number of the
matrix. The matrix R is upper triangular. The solution of the linear system is then found using the
iterative refinement routine LFIDS. LSADS fails if any submatrix of R is not positive definite, if R
has a zero diagonal element or if the iterative refinement algorithm fails to converge. These errors
occur only if 4 is either very close to a singular matrix or a matrix which is not positive definite. If
the estimated condition number is greater than 1/ (where € is machine precision), a warning error
is issued. This indicates that very small changes in 4 can cause very large changes in the solution
x. Iterative refinement can sometimes find the solution to such a system. LSADS solves the
problem that is represented in the computer; however, this problem may differ from the problem
whose solution is desired.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2ADS/DL2ADS. The
reference is:

CALL L2ADS (N, A, LDA, B, X, FACT, WK)

The additional arguments are as follows:
FACT— Work vector of length N” containing the R'R factorization of 2 on output.

WK — Work vector of length N.
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2. Informational errors

Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is not positive definite.
3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2ADS the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values IVAL(3) and IVAL(4) are
temporarily replaced by 1vAL(1) and TVAL(2), respectively, in LSADS.
Additional memory allocation for FACT and option value restoration are done
automatically in LSADS. Users directly calling L2ADS can allocate additional
space for FACT and set TVAL(3) and TVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSADS or L2ADs. Default values for the option are
van(*)=1,16,0, 1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSADS temporarily replaces TVAL(2) by IVAL(1). The
routine L2CDS computes the condition number if TVAL(2) = 2. Otherwise L2CDS
skips this computation. LSADS restores the option. Default values for the option
are IVAL(*) =1, 2.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MXLDA by MXCOL local matrix containing the local portions of the distributed matrix A.
A contains the coefficient matrix of the symmetric positive definite linear system.

(Input)

B0 — Local vector of length MXLDA containing the local portions of the distributed vector B.
B contains the right-hand side of the linear system. (Input)

X0 — Local vector of length MxLDA containing the local portions of the distributed vector x.
X contains the solution to the linear system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

A system of three linear equations is solved. The coefficient matrix has real positive definite form
and the right-hand-side vector b has three elements.
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USE LSADS INT
USE WRRRN_INT
! Declare variables

INTEGER LDA, N
PARAMETER  (LDA=3, N=3)
REAL A(LDA,LDA), B(N), X(N)

Set values for A and B

A = ( 0 -3.0 2.0)
0 10.0 -=5.0)

( 0 -5.0 6.0)

B = (27.0-78.0 64.0)

|
N W

DATA A/1.0, -3.0, 2.0, -3.0, 10.0, -5.0, 2.0, -5.0, 6.0/
DATA B/27.0, -78.0, 64.0/

CALL LSADS (A, B, X)
! Print results
CALL WRRRN (’X’, X, 1, N, 1)

END

Output

X
1 2 3
1.000 -4.000 7.000

ScaLAPACK Example

The same system of three linear equations is solved as a distributed computing example. The
coefficient matrix has real positive definite form and the right-hand-side vector b has three
elements. SCALAPACK MAP and SCALAPACK_UNMAP are IMSL utility routines (see Chapter 11,
“Utilities”) used to map and unmap arrays to and from the processor grid. They are used here for
brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local
arrays.

USE MPI SETUP INT
USE LSADS INT
USE WRRRN_INT
USE SCALAPACK_ SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER LDA, N, DESCA(9), DESCX(9)

INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE :: A(:,:), B(:), X(:)
REAL, ALLOCATABLE :: AO(:,:), BO(:), XO(:)
PARAMETER (LDA=3, N=3)

! Set up for MPI
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1.000

MP NPROCS = MP_ SETUP ()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), X(N))
Set values for A and B

A(l,:) = (/ 1.0, =3.0, 2.0/)
A(2,:) = (/ -3.0, 10.0, =5.0/)
A(3,:) = (/ 2.0, =-5.0, 6.0/)
B = (/27.0, -78.0, 64.0/)
ENDIF
Set up a 1D processor grid and define
its context ID, MP_ICTXT
CALL SCALAPACK_SETUP(N, N, .TRUE., .TRUE.)
Get the array descriptor entities MXLDA,
and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCX, N, 1, MP MB, 1, 0, 0, MP_ICTXT, MXLDA, INFO)
Allocate space for the local arrays
ALLOCATE (A0 (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))
Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AQ)
CALL SCALAPACK MAP (B, DESCX, BO)
Solve the system of equations
CALL LSADS (A0, BO, XO0)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACK UNMAP (X0, DESCX, X)
Print results.
Only Rank=0 has the solution, X.
IF (MP_RANK .EQ. 0)CALL WRRRN (’X’, X, 1, N, 1)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, XO)
Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)
END

Output

X
2 3
-4.000 7.000

LSLDS
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Solves a real symmetric positive definite system of linear equations without iterative refinement .

Required Arguments
A — N by N matrix containing the coefficient matrix of the symmetric positive definite linear

system. (Input)
Only the upper triangle of A is referenced.

B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: § = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: LDA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSLDS (A,B,X [,..])

Specific: The specific interface names are S LSLDS and D_LSLDS.

FORTRAN 77 Interface

Single: CALL LSLDS (N, A, LDA, B, X)

Double: The double precision name is DLSLDS.

ScaLAPACK Interface

Generic: CALL LSLDS (A0, B0, X0 [,..])
Specific: The specific interface names are S_LSLDS and D_LSLDS.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine 1.SLDS solves a system of linear algebraic equations having a real symmetric positive
definite coefficient matrix. The underlying code is based on either LINPACK , LAPACK, or
ScaLAPACK code depending upon which supporting libraries are used during linking. For a
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detailed explanation see “Using ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the
Introduction section of this manual. LSLDS first uses the routine LFCDS to compute an R'R
Cholesky factorization of the coefficient matrix and to estimate the condition number of the
matrix. The matrix R is upper triangular. The solution of the linear system is then found using the
routine LFSDS. LSLDS fails if any submatrix of R is not positive definite or if R has a zero
diagonal element. These errors occur only if A either is very close to a singular matrix or to a
matrix which is not positive definite. If the estimated condition number is greater than 1/¢ (where
€ is machine precision), a warning error is issued. This indicates that very small changes in 4 can
cause very large changes in the solution x. If the coefficient matrix is ill-conditioned, it is
recommended that LSADS be used.

Comments

1. Workspace may be explicitly provided, if desired, by use of L21.DS/DL2LDS. The
reference is:

CALL L2LDS (N, A, LDA, B, X, FACT, WK)

The additional arguments are as follows:

FACT — N x N work array containing the R'R factorization of A on output. If A is not
needed, A can share the same storage locations as FACT.

WK — Work vector of length N.

2. Informational errors
Type  Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is not positive definite.
3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2LDS the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values TVAL(3) and IVAL(4) are
temporarily replaced by 1vAL(1) and TVAL(2), respectively, in LSLDS.
Additional memory allocation for FACT and option value restoration are done
automatically in LSLDS. Users directly calling L2LDs can allocate additional
space for FACT and set IVAL(3) and IVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSLDS or L2LDs. Default values for the option are
1vaL(*)=1,16,0, 1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSLDS temporarily replaces ITVAL(2) by IVAL(1). The
routine L2CDS computes the condition number if TVAL(2) = 2. Otherwise L2CDS
skips this computation. LSLDS restores the option. Default values for the option
are TVAL(*) =1, 2.
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ScaLAPACK Usage Notes
The arguments which differ from the standard version of this routine are:

A0 — MXLDA by MXCOL local matrix containing the local portions of the distributed matrix A.
A contains the coefficient matrix of the symmetric positive definite linear system.

(Input)

B0 — Local vector of length MXLDA containing the local portions of the distributed vector B.
B contains the right-hand side of the linear system. (Input)

X0 — Local vector of length MxLDA containing the local portions of the distributed vector x.
X contains the solution to the linear system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

A system of three linear equations is solved. The coefficient matrix has real positive definite form
and the right-hand-side vector b has three elements.

USE LSLDS_INT
USE WRRRN_ INT
! Declare variables

INTEGER LDA, N
PARAMETER (LDA=3, N=3)
REAL A(LDA,LDA), B(N), X(N)

Set values for A and B

A= ( 1.0 -3.0 2.0)
(-3.0 10.0 =5.0)
(2.0 -=5.0 6.0)

B= (27.0-78.0 64.0)

DATA A/1.0, -3.0, 2.0, -3.0, 10.0, -5.0, 2.0, -5.0, 6.0/
DATA B/27.0, -78.0, 64.0/

CALL LSLDS (A, B, X)

! Print results
CALL WRRRN (’'X’, X, 1, N, 1)

END

Output
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X
1 2 3
1.000 -4.000 7.000

ScaLAPACK Example

The same system of three linear equations is solved as a distributed computing example. The
coefficient matrix has real positive definite form and the right-hand-side vector b has three
elements. SCALAPACK MAP and SCALAPACK_ UNMAP are IMSL utility routines (see Chapter 11,
“Utilities”) used to map and unmap arrays to and from the processor grid. They are used here for
brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local
arrays.

USE MPI SETUP INT
USE LSLDS INT
USE WRRRN_INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER LDA, N, DESCA(9), DESCX(9)

INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE :: A(:,:), B(:), X(:)
REAL, ALLOCATABLE :: AO(:,:), BO(:), XO(:)
PARAMETER (LDA=3, N=3)

! Set up for MPI
MP NPROCS = MP_SETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), B(N), X(N))

! Set values for A and B

A(l,:) = (/ 1.0, =-=3.0, 2.0/)
A(2,:) = (/ -3.0, 10.0, -5.0/)
A(3,:) = (/ 2.0, =5.0, 6.0/)

B = (/27.0, -78.0, 64.0/)

ENDIF
! Set up a 1D processor grid and define
! its context ID, MP_ ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)

! Set up the array descriptors
CALL DESCINIT(DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)

! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))

! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
CALL SCALAPACK MAP (B, DESCX, BO)

! Solve the system of equations
CALL LSLDS (A0, B0, XO0)

! Unmap the results from the distributed

! arrays back to a non-distributed array.

! After the unmap, only Rank=0 has the full
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! array.
CALL SCALAPACK_UNMAP(XO, DESCX, X)
! Print results.
! Only Rank=0 has the solution, X.
IF(MP_RANK .EQ. 0)CALL WRRRN (X', X, 1, N, 1)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP_NPROCS = MP_SETUP (‘FINAL')

END
Output
X
1 2 3
1.000 -4.000  7.000

LECDS
EmMpl

Computes the R'R Cholesky factorization of a real symmetric positive definite matrix and estimate
its L, condition number.

Required Arguments

A — N by N symmetric positive definite matrix to be factored. (Input)
Only the upper triangle of A is referenced.

FACT — N by N matrix containing the upper triangular matrix R of the factorization of A in
the upper triangular part. (Output)
Only the upper triangle of FACT will be used. If A is not needed, A and FACT can share
the same storage locations.

RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of A.
(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: L.DA = size (a,1).
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LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFCDS (A, FACT, RCOND [,..])

Specific: The specific interface names are S_LFCDS and D_LFCDS.

FORTRAN 77 Interface

Single: CALL LFCDS (N, A, LDA, FACT, LDFACT, RCOND)

Double: The double precision name is DLFCDS.

ScaLAPACK Interface

Generic: CALL LFCDS (RO, FACTO, RCOND [,..])
Specific: The specific interface names are S LFCDS and D_LFCDS.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFCDS computes an R'R Cholesky factorization and estimates the condition number of a
real symmetric positive definite coefficient matrix. The matrix R is upper triangular.

The L, condition number of the matrix A is defined to be k(4) = ||4]|,||4”"||,. Since it is expensive to

compute |4 ||, the condition number is only estimated. The estimation algorithm is the same as
used by LINPACK and is described by Cline et al. (1979).

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system.

LFCDS fails if any submatrix of R is not positive definite or if R has a zero diagonal element.
These errors occur only if 4 is very close to a singular matrix or to a matrix which is not positive
definite.

The RR factors are returned in a form that is compatible with routines LFIDS, LFSDS and LFDDS.
To solve systems of equations with multiple right-hand-side vectors, use LECDS followed by either
LFIDS or LFSDS called once for each right-hand side. The routine LEDDS can be called to compute
the determinant of the coefficient matrix after LFCDS has performed the factorization.
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Comments

1. Workspace may be explicitly provided, if desired, by use of L2cDs/DL2¢CDS. The
reference is:

CALL L2CDS (N, A, LDA, FACT, LDFACT, RCOND, WK)

The additional argument is:

WK — Work vector of length N.

2. Informational errors
Type  Code
3 1 The input matrix is algorithmically singular.
4 2 The input matrix is not positive definite.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — Mx1DA by MxCOL local matrix containing the local portions of the distributed matrix
A. A contains the symmetric positive definite matrix to be factored. (Input)

FACTO — MxLDA by MxCOL local matrix containing the local portions of the distributed
matrix FACT. FACT contains the upper triangular matrix R of the factorization of & in
the upper triangular part. (Output)

Only the upper triangle of FACT will be used. If A is not needed, A and FACT can share
the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

The inverse of a 3 x 3 matrix is computed. LECDS is called to factor the matrix and to check for
nonpositive definiteness or ill-conditioning. LFIDS is called to determine the columns of the
inverse.

USE LFCDS_ INT
USE UMACH_INT
USE WRRRN_ INT
USE LFIDS_INT
! Declare variables

INTEGER LDA, LDFACT, N, NOUT
PARAMETER (LDA=3, LDFACT=3, N=3)
REAL A (LDA,LDA), AINV(LDA,LDA), RCOND, FACT (LDFACT,LDFACT), &

RES (N), RJ(N)

! Set values for A
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! A= ( 1.0 -3.0 2.0)
! (-3.0 10.0 -5.0)
! (2.0 -=5.0 6.0)
i
DATA A/1.0, -3.0, 2.0, -3.0, 10.0, -5.0, 2.0, -5.0, 6.0/
! Factor the matrix A
CALL LFCDS (A, FACT, RCOND)
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0EO
! RJ is the J-th column of the identity
! matrix so the following LFIDS
! reference places the J-th column of
! the inverse of A in the J-th column
! of AINV
CALL LFIDS (A, FACT, RJ, AINV(:,J), RES)
RJ(J) = 0.0EO
10 CONTINUE
! Print the results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0E0/RCOND
CALL WRRRN (’AINV’, AINV)
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F9.3)
END
Output

RCOND < 0.005
L1l Condition number < 875.0

AINV
1 2 3
1 35.00 8.00 -5.00
2 8.00 2.00 -1.00
3 -5.00 -1.00 1.00

ScaLAPACK Example

The inverse of the same 3 x 3 matrix is computed as a distributed example. LFCDS is called to

factor the matrix and to check for singularity or il

l-conditioning. LFIDS is called to determine the

columns of the inverse. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see
Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor grid. They are
used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors

for the local arrays.

USE
USE
USE
USE
USE
USE

MPI SETUP INT
LFCDS_INT
UMACH INT
LFIDS_INT
WRRRN_INT
SCALAPACK_SUPPORT
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IMPLICIT NONE
INCLUDE ‘mpif.h’
Declare variables

INTEGER J, LDA, N, NOUT, DESCA(9), DESCL(9)

INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE A(:,:), BINV(:,:), X0(:), RJI(:)
REAL, ALLOCATABLE AO(:,:), FACTO(:,:), RESO(:), RJO(:)
REAL RCOND

PARAMETER (LDA=3, N=3)

Set up for MPI
MP_NPROCS = MP_SETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), AINV(LDA,N))
Set values for A

A(l,:) = (/ 1.0, =3.0, 2.0/)
A(2,:) = (/ -3.0, 10.0, -5.0/)
A(3,:) = (/ 2.0, =5.0, 6.0/)
ENDIF
Set up a 1D processor grid and define
its context ID, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)

Get the array descriptor entities MXLDA,

and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
Set up the array descriptors

CALL DESCINIT(DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)

CALL DESCINIT (DESCL, N, 1, MP MB, 1, O, 0, MP ICTXT, MXLDA, INFO)
Allocate space for the local arrays
ALLOCATE (AO (MXLDA, MXCOL), X0 (MXLDA),FACTO (MXLDA,MXCOL), RJ(N), &
RJO (MXLDA), RESO (MXLDA))
Map input array to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
Call the factorization routine
CALL LFCDS (AO, FACTO, RCOND)
Print the reciprocal condition number
and the L1 condition number
IF (MP_RANK .EQ. 0) THEN
CALL UMACH (2, NOUT)
WRITE (NOUT,99998) RCOND, 1.0EO0/RCOND

ENDIF
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0
! Map input array to the processor grid
CALL SCALAPACK MAP(RJ, DESCL, RJO)
RJ is the J-th column of the identity
matrix so the following LFIDS

reference
the inver
CALL LFIDS (AQ, FACTO, RJO, X0, RE
RJ(J) = 0.0
CALL SCALAPACK_UNMAP(XO, DESCL, AT

computes the J-th column of
se of A
S0)

NV (:,d))
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10 CONTINUE

! Print results.

! Only Rank=0 has the solution, AINV.
IF (MP_RANK.EQ.0) CALL WRRRN (’AINV’, AINV)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, AINV)
DEALLOCATE (A0, FACTO, RJ, RJO, RESO, XO)

! Exit ScalAPACK usage
CALL SCALAPACK EXIT (MP_ICTXT)

! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)

99998 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F9.3)
END

Output

RCOND < 0.005
L1l Condition number < 875.0

AINV
1 2 3
1 35.00 8.00 -5.00
2 8.00 2.00 -1.00
3 -5.00 -1.00 1.00

LFTDS
EMPI

Computes the R'R Cholesky factorization of a real symmetric positive definite matrix.

Required Arguments

A — N by N symmetric positive definite matrix to be factored. (Input)
Only the upper triangle of A is referenced.

FACT — N by N matrix containing the upper triangular matrix R of the factorization of A in
the upper triangle, and the lower triangular matrix R" in the lower triangle. (Output)
If & is not needed, A and FACT can share the same storage location.

Optional Arguments

N — Order of the matrix. (Input)
Default: § = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: n.DA = size (a,1).
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LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFTDS (A, FACT [,..])

Specific: The specific interface names are S_LFTDS and D_LFTDS.

FORTRAN 77 Interface

Single: CALL LFTDS (N, A, LDA, FACT, LDFACT)

Double: The double precision name is DLFTDS.

ScaLAPACK Interface

Generic: CALL LFTDS (AQ, FACTO [,..])
Specific:  The specific interface names are S LFTDS and D_LFTDS.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFTDS computes an R'R Cholesky factorization of a real symmetric positive definite
coefficient matrix. The matrix R is upper triangular.

LFTDS fails if any submatrix of R is not positive definite or if R has a zero diagonal element.
These errors occur only if 4 is very close to a singular matrix or to a matrix which is not positive
definite.

The RR factors are returned in a form that is compatible with routines LFIDS, LFSDS and LFDDS.
To solve systems of equations with multiple right-hand-side vectors, use LFTDS followed by either
LFIDS or LFSDs called once for each right-hand side. The routine LEDDS can be called to compute
the determinant of the coefficient matrix after LETDS has performed the factorization.

The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.
Comments

Informational error

Type Code
4 2 The input matrix is not positive definite.
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ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MxLDA by MXCOL local matrix containing the local portions of the distributed matrix
A. A contains the symmetric positive definite matrix to be factored. (Input)

FACTO — wMx1DA by MxCOL local matrix containing the local portions of the distributed
matrix FACT. FACT contains the upper triangular matrix R of the factorization of A in

the upper triangular part. (Output)

Only the upper triangle of FACT will be used. If A is not needed, A and FACT can share

the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK_GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been

made. See the ScaLAPACK Example below.

Example

The inverse of a 3 x 3 matrix is computed. LETDS is called to factor the matrix and to check for
nonpositive definiteness. LFSDS is called to determine the columns of the inverse.

USE LFTDS INT
USE LFSDS INT
USE WRRRN_ INT

! Declare variables

INTEGER LDA, LDFACT, N
PARAMETER (LDA=3, LDFACT=3, N=3)
REAL A(LDA,LDA), AINV(LDA,LDA), FACT(LDFACT,LDFACT), RJ(N)
i
! Set values for A
! A= ( 1.0 -3.0 2.0)
! (-3.0 10.0 -5.0)
! (2.0 =5.0 6.0)
|
DATA A/1.0, -3.0, 2.0, -3.0, 10.0, -5.0, 2.0, -5.0, 6.0/
! Factor the matrix A
CALL LFTDS (A, FACT)
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0EO
! RJ is the J-th column of the identity
! matrix so the following LFSDS
! reference places the J-th column of
! the inverse of A in the J-th column
! of AINV
CALL LFSDS (FACT, RJ, AINV(:,J))
RJ(J) = 0.0EO

10 CONTINUE

Print the results
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CALL WRRRN (’"AINV’, AINV)

END
Output
AINV
1 2 3
1 35.00 8.00 -5.00
2 8.00 2.00 -1.00
3 -5.00 -1.00 1.00

ScalLAPACK Example

The inverse of the same 3 x 3 matrix is computed as a distributed example. LETDS is called to
factor the matrix and to check for nonpositive definiteness. LFSDS is called to determine the
columns of the inverse. SCALAPACK_MAP and SCALAPACK UNMAP are IMSL utility routines (see
Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor grid. They are
used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors
for the local arrays.

USE MPI SETUP INT
USE LFTDS INT
USE UMACH INT
USE LFSDS INT
USE WRRRN INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, DESCA(9), DESCL(9)

INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE :: A(:,:), BAINV(:,:), XO0(:)

REAL, ALLOCATABLE :: AO(:,:), FACTO(:,:), RESO(:), RJO(:)

PARAMETER (LDA=3, N=3)
! Set up for MPI
MP NPROCS = MPisETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), AINV(LDA,N))
! Set values for A

A(l,:) = (/ 1.0, =-3.0, 2.0/)

A(2,:) = (/ -3.0, 10.0, -5.0/)

A(3,:) = (/ 2.0, -5.0, 6.0/)
ENDIF

! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCL, N, 1, MP MB, 1, 0, 0, MP_ICTXT, MXLDA, INFO)

Chapter 1: Linear Systems LFTDS 193



! Allocate space for the local arrays
ALLOCATE (AQO (MXLDA,MXCOL) , X0 (MXLDA),FACTO (MXLDA,MXCOL), RJ(N), &
RJO (MXLDA), RESO(MXLDA), IPVTO (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
! Call the factorization routine
CALL LFTDS (A0, FACTO)
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0
CALL SCALAPACK MAP(RJ, DESCL, RJO)
RJ is the J-th column of the identity
matrix so the following LFSDS
reference computes the J-th column of
the inverse of A
CALL LFSDS (FACTO, RJO, XO0)
RJ(J) = 0.0
CALL SCALAPACK UNMAP (X0, DESCL, AINV(:,J))
10 CONTINUE
! Print results.
! Only Rank=0 has the solution, AINV.
IF(MP_RANK.EQ.0) CALL WRRRN (’AINV’, AINV)
IF (MP RANK .EQ. 0) DEALLOCATE (A, AINV)
DEALLOCATE (AO, FACTO, IPVTO, RJ, RJO, RESO, XO0)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_SETUP (‘FINAL’)
END

Output

RCOND < 0.005
L1 Condition number < 875.0

AINV
1 2 3
1 35.00 8.00 -5.00
2 8.00 2.00 -1.00

3 -5.00 -1.00 1.00

LFSDS
EMPI

Solves a real symmetric positive definite system of linear equations given the R'R Cholesky
factorization of the coefficient matrix.
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Required Arguments

FACT — N by N matrix containing the R" R factorization of the coefficient matrix 2 as output
from routine LECDS/DLFCDS or LETDS/DLFTDS. (Input)

B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and x can share the same storage locations.

Optional Arguments

N — Number of equations. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFSDS (FACT,B,X [,..])

Specific: ~ The specific interface names are S LFSDS and D_LFSDS.

FORTRAN 77 Interface

Single: CALL LFSDS (N, FACT, LDFACT, B, X)

Double: The double precision name is DLFSDS.

ScaLAPACK Interface

Generic: CALL LFSDS (FACTO, B0, X0 [,..])
Specific: The specific interface names are S_LFSDS and D LFSDS.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

This routine computes the solution for a system of linear algebraic equations having a real
symmetric positive definite coefficient matrix. To compute the solution, the coefficient matrix
must first undergo an R'R factorization. This may be done by calling either LFCDS or LFTDS. R is
an upper triangular matrix.

The solution to Ax = b is found by solving the triangular systems RTy =band Rx=y.
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LFSDS and LFIDS both solve a linear system given its R'R factorization. LEIDS generally takes
more time and produces a more accurate answer than LFSDS. Each iteration of the iterative
refinement algorithm used by LFIDS calls LFSDS.

The underlying code is based on either LINPACK, LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

Comments
Informational error

Type Code
4 1 The input matrix is singular.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

FACTO— wMx1pA by MxCOL local matrix containing the local portions of the distributed
matrix FACT. FACT contains the R’ R factorization of the coefficient matrix 2 as output
from routine LFCDS/DLFCDS or LFTDS/DLFTDS. (Input)

B0 — Local vector of length MXLDA containing the local portions of the distributed vector B.
B contains the right-hand side of the linear system. (Input)

X0 — Local vector of length MXLDA containing the local portions of the distributed vector X.
X contains the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK_GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A set of linear systems is solved successively. LETDS is called to factor the coefficient matrix.
LFSDS is called to compute the four solutions for the four right-hand sides. In this case the
coefficient matrix is assumed to be well-conditioned and correctly scaled. Otherwise, it would be
better to call LFCDS to perform the factorization, and LFIDS to compute the solutions.

USE LFSDS_INT
USE LFTDS INT
USE WRRRN_ INT
Declare variables

INTEGER LDA, LDFACT, N
PARAMETER (LDA=3, LDFACT=3, N=3)
REAL A(LDA,LDA), B(N,4), FACT(LDFACT,LDFACT), X(N,4)

Set values for A and B
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A= ( 1.0 -=3.0 2.0)
10. .0)
(2.0 -5.0 6.0)

I
w
o
o

I
[€)]

B=(-1.0 3.6 -8.0 -9.4)
-4. 17.6)
(-3.0 -5.2 -6.0 -23.4)

|
w
o
N
=
J
o

DATA A/1.0, -3.0, 2.0, -3.0, 10.0, -5.0, 2.0, -5.0, 6.0/
DATA B/-1.0, -3.0, -3.0, 3.6, -4.2, -5.2, -8.0, 11.0, -6.0,&
-9.4, 17.6, -23.4/
! Factor the matrix A
CALL LFTDS (A, FACT)
! Compute the solutions
DO 10 1I=1, 4
CALL LFSDS (FACT, B(:,I), X(:,I))
10 CONTINUE
! Print solutions
CALL WRRRN (’The solution vectors are’, X)

END
Output
The solution vectors are
1 2 3 4
1 -44.0 118.4 -162.0 -71.2
2 -11.0 25.6 -36.0 -16.6
3 5.0 -19.0 23.0 6.0

ScaLAPACK Example

The same set of linear systems is solved successively as a distributed example. Routine LETDS is
called to factor the coefficient matrix. The routine LFSDS is called to compute the four solutions
for the four right-hand sides. In this case, the coefficient matrix is assumed to be well-conditioned
and correctly scaled. Otherwise, it would be better to call LFCDS to perform the factorization, and
LFIDS to compute the solutions. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility
routines (see Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor
grid. They are used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes
the descriptors for the local arrays.

USE MPI_ SETUP_ INT
USE LFSDS INT
USE LFTDS INT
USE WRRRN_INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, DESCA(9), DESCL(9)

INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE :: A(:,:), B(:,:), X(:,:), X0(:)
REAL, ALLOCATABLE :: AO(:,:), FACTO(:,:), BO(:)

PARAMETER (LDA=3, N=3)
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! Set up for MPI
MP NPROCS = MP_ SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), B(N,4), X(N,4))

! Set values for A and B

A(l,:) = (/ 1.0, =-3.0, 2.0/)
A(2,:) = (/ -3.0, 10.0, -5.0/)
A(3,:) = (/ 2.0, -5.0, 6.0/)
I
B(l,:) = (/ -1.0, 3.6, -8.0, -9.4/)
B(2,:) = (/ -3.0, -4.2, 11.0, 17.6/)
B(3,:) = (/ -3.0, -5.2, -6.0, -23.4/)
ENDIF
! Set up a 1D processor grid and define
! its context ID, MP ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACKiGETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCL, N, 1, MP MB, 1, O, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA, MXCOL), X0 (MXLDA),FACTO (MXLDA,MXCOL), BO (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
! Call the factorization routine
CALL LFTDS (A0, FACTO)
! Set up the columns of the B
! matrix one at a time in XO
DO 10 J=1, 4
CALL SCALAPACK MAP (B(:,3j), DESCL, BO)
! Solve for the J-th column of X
CALL LFSDS (FACTO, B0, XO0)
CALL SCALAPACK UNMAP (X0, DESCL, X(:,J))
10 CONTINUE
! Print results.
! Only Rank=0 has the solution, X.
IF(MP_RANK.EQ.0) CALL WRRRN (’The solution vectors are’, X)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, FACTO, BO, XO0)
! Exit Scalapack usage
CALL SCALAPACK EXIT (MP_ICTXT)
! Shut down MPI
MP_NPROCS = MP_SETUP(‘FINAL’)

END
Output
The solution vectors are
1 2 3 4
1 -44.0 118.4 -162.0 -71.2
2 -11.0 25.6 -36.0 -16.6
3 5.0 -19.0 23.0 6.0
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LFIDS
EMPI

Uses iterative refinement to improve the solution of a real symmetric positive definite system of
linear equations.

Required Arguments

A — N by N matrix containing the symmetric positive definite coefficient matrix of the linear
system. (Input)
Only the upper triangle of A is referenced.

FACT — N by N matrix containing the R” R factorization of the coefficient matrix 2 as output
from routine LECDS/DLFCDS or LETDS/DLFTDS. (Input)

B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

RES — Vector of length N containing the residual vector at the improved solution. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimesion statement of the calling
program. (Input)
Default: LDA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface
Generic: CALL LFIDS (A, FACT,B,X,RES [,..])
Specific: The specific interface names are S LFIDS and D LFIDS.

FORTRAN 77 Interface

Single: CALL LFIDS (N, A, LDA, FACT, LDFACT, B, X, RES)
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Double: The double precision name is DLFIDS.

ScaLAPACK Interface

Generic: CALL LFIDS (AQ, FACTO, BO, X0, RESO [,..])
Specific: ~ The specific interface names are S LFIDS and D_LFIDS.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFIDS computes the solution of a system of linear algebraic equations having a real
symmetric positive definite coefficient matrix. Iterative refinement is performed on the solution
vector to improve the accuracy. Usually almost all of the digits in the solution are accurate, even if
the matrix is somewhat ill-conditioned. The underlying code is based on either LINPACK ,
LAPACK, or ScaLAPACK code depending upon which supporting libraries are used during
linking. For a detailed explanation see “Using ScaLAPACK, LAPACK, LINPACK, and
EISPACK?” in the Introduction section of this manual.

To compute the solution, the coefficient matrix must first undergo an R'R factorization. This may
be done by calling either LECDS or LETDS.

Iterative refinement fails only if the matrix is very ill-conditioned.

LFIDS and LFSDS both solve a linear system given its R'R factorization. LFIDS generally takes
more time and produces a more accurate answer than LFSDS. Each iteration of the iterative
refinement algorithm used by LFIDS calls LFSDs.

Comments
Informational error
Type Code
3 2 The input matrix is too ill-conditioned for iterative refinement to be

effective.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — MxLDA by MXCOL local matrix containing the local portions of the distributed matrix
A. A contains the symmetric positive definite coefficient matrix of the linear system.
(Input)

FACTO— wMx1pa by MxCOL local matrix containing the local portions of the distributed
matrix FACT. FACT contains the R’ R factorization of the coefficient matrix A as output
from routine LECDS/DLFCDS or LETDS/DLFTDS. (Input)

B0 — Local vector of length MXLDA containing the local portions of the distributed vector B.
B contains the right-hand side of the linear system. (Input)
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X0 — Local vector of length MXLDA containing the local portions of the distributed vector X.
X contains the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

RESO — Local vector of length MXLDA containing the local portions of the distributed
vector RES. RES contains the residual vector at the improved solution to the linear
system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A set of linear systems is solved successively. The right-hand-side vector is perturbed after solving
the system each of the first two times by adding 0.2 to the second element.

USE LFIDSilNT
USE LFCDS_ INT
USE UMACH_INT
USE WRRRN_ INT
! Declare variables

INTEGER LDA, LDFACT, N

PARAMETER (LDA=3, LDFACT=3, N=3)

REAL A(LDA,LDA), B(N), RCOND, FACT (LDFACT,LDFACT), RES(N,3),&
X (N, 3)

Set values for A and B

A = ( 0 -3.0 2.0)
.0 10.0 -=5.0)

( 0 -5.0 6.0)
B=( 1.0 -3.0 2.0)

I
N W

DATA A/1.0, -3.0, 2.0, -3.0, 10.0, -5.0, 2.0, -5.0, 6.0/
DATA B/1.0, -3.0, 2.0/
! Factor the matrix A
CALL LFCDS (A, FACT, RCOND)
! Print the estimated condition number
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0E0/RCOND
! Compute the solutions
DO 10 1I=1, 3
CALL LFIDS (A, FACT, B, X(:,I), RES(:,I))
B(2) = B(2) + .2EOQ
10 CONTINUE
! Print solutions and residuals
CALL WRRRN (’The solution vectors are’, X)
CALL WRRRN (’The residual vectors are’, RES)
|

99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F9.3)
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END

Output

RCOND

= 0.001

L1l Condition number = 674.727

The solution vectors are

1 1.
2 0.
3 0.

1 2 3
000 2.600 4.200
000 0.400 0.800
000 -0.200 -0.400

The residual vectors are

1 0.
2 0.
3 0.

1 2 3
0000 0.0000 0.0000
0000 0.0000 0.0000
0000 0.0000 0.0000

ScaLAPACK Example

The same set of linear systems is solved successively as a distributed example. The right-hand-
side vector is perturbed after solving the system each of the first two times by adding 0.2 to the
second element. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter

11,

“Utilities”) used to map and unmap arrays to and from the processor grid. They are used here

for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the
local arrays.

USE MPI SETUP INT
USE LFIDS INT
USE LFCDS INT
USE UMACH INT
USE WRRRN_ INT
USE SCALAPACK_SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
Declare variables

INTEGER J, LDA, N, NOUT, DESCA(9), DESCL(9)

INTEGER INFO, MXCOL, MXLDA

REAL RCOND

REAL, ALLOCATABLE :: A(:,:), B(:), X(:,:), RES(:,:), X0(:)
REAL, ALLOCATABLE :: AO(:,:), FACTO(:,:), BO(:), RESO(:)

PARAMETER (LDA=3, N=3)
Set up for MPI
MP NPROCS = MP_ SETUP ()
IF(MPiRANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), X(N,3), RES(N,3))
Set values for A and B

A(l,:) = (/ 1.0, =3.0, 2.0/)
A(2,:) = (/-3.0, 10.0, -5.0/)
A(3,:) = (/ 2.0, -5.0, 6.0/)
B = (/ 1.0, =3.0, 2.0/)

ENDIF
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CALL SCALAPACK SETUP(N, N,

CALL SCALAPACK GETDIM(N, N,

CALL
CALL

DESCINIT (DESCA, N, N,
DESCINIT (DESCL, N, 1,

ALLOCATE (AO (MXLDA, MXCOL) ,
RESO (MXLDA) )

X0 (MXLDA) ,

Set up a 1D processor grid and define
its context ID, MP_ICTXT
.TRUE., .TRUE.)
Get the array descriptor entities MXLDA,
and MXCOL
MP MB, MP NB, MXLDA, MXCOL)
Set up the array descriptors
MP MB, MP NB, 0, 0, MP_ ICTXT, MXLDA, INFO)
MP MB, 1, 0, 0, MP_ICTXT, MXLDA, INFO)
Allocate space for the local arrays
FACTO (MXLDA,MXCOL), BO(MXLDA), &

Map input arrays to the processor grid

CALL SCALAPACK MAP (A, DESCA, AO)

Call the factorization routine
Print the estimated condition number

1.0E0/RCOND

CALL LFCDS (A0, FACTO, RCOND)
!

CALL UMACH (2, NOUT)

IF (MP_RANK .EQ. 0) WRITE

Do 10 J=1, 3
CALL SCALAPACK MAP (B,

CALL LFIDS (A0, FACTO,
CALL SCALAPACK UNMAP (X0,

CALL SCALAPACK UNMAP (RESO,

IF (MP_RANK .EQ.
CONTINUE

0) B(2)

10

(NOUT, 99999) RCOND,

BO,

Set up the columns of the B
matrix one at a time in X0

DESCL, BO)

Solve for the J-th column of X
X0, RESO0)
DESCL, X(:,J))
DESCL, RES(:,J))
B(2) + .2EO

Print results.
Only Rank=0 has the full arrays

IF (MP_RANK.EQ.0) CALL WRRRN (’The solution vectors are’, X)
IF(MP_RANK.EQ.0) CALL WRRRN (’'The residual vectors are’, RES)
IF (MP RANK .EQ. 0) DEALLOCATE (A, B, X, RES)
DEALLOCATE (AO, BO, FACTO, RESO, XO0)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP SETUP (‘FINAL’)
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1l Condition number = ’,F9.3)
END
Output
RCOND = 0.001
L1l Condition number = 674.727
The solution vectors are
1 2 3
1 1.000 2.600 4.200
2 0.000 0.400 0.800
3 0.000 -0.200 -0.400
The residual vectors are
1 2 3
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1 0.0000 0.0000 0.0000
2 0.0000 0.0000 0.0000
3 0.0000 0.0000 0.0000

LFDDS

Computes the determinant of a real symmetric positive definite matrix given the R'R Cholesky
factorization of the matrix .

Required Arguments

FACT — N by N matrix containing the R” R factorization of the coefficient matrix 2 as output
from routine LECDS/DLFCDS or LETDS/DLFTDS. (Input)

DET1 — Scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that, 1.0 < |DET1| < 10.0 or DET1 = 0.0.

DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form, det(a) = DET1 * 10PETZ,

Optional Arguments

N — Number of equations. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFDDS (FACT, DET1,DET2 [,..])

Specific: The specific interface names are S LFDDS and D _LEFDDS.

FORTRAN 77 Interface

Single: CALL LFDDS (N, FACT, LDFACT, DET1, DET2)
Double: The double precision name is DLEDDS.
Description

Routine LFDDS computes the determinant of a real symmetric positive definite coefficient matrix.
To compute the determinant, the coefficient matrix must first undergo an R'R factorization. This
may be done by calling either LFCDS or LFTDS. The formula det 4 = det R"detR = (det R) is
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used to compute the determinant. Since the determinant of a triangular matrix is the product of the

diagonal elements,
detR = Hf\; R,

(The matrix R is stored in the upper triangle of FACT.)

LFDDS is based on the LINPACK routine SPODT; see Dongarra et al. (1979).

Example

The determinant is computed for a real positive definite 3 x 3 matrix.

USE LFDDS_INT
USE LFTDS INT
USE UMACH INT
! Declare variables
INTEGER LDA, LDFACT, NOUT
PARAMETER (LDA=3, LDFACT=3)

REAL A(LDA,LDA), DET1, DET2, FACT (LDFACT,LDFACT)
i
! Set values for A
! A= ( 1.0 -3.0 2.0)
! ( -3.0 20.0 -5.0)
! (2.0 -5.0 6.0)
|

DATA A/1.0, -3.0, 2.0, -3.0, 20.0, -5.0, 2.0, -5.0,
! Factor the matrix
CALL LFTDS (A, FACT)
! Compute the determinant
CALL LFDDS (FACT, DET1, DETZ2)
! Print results
CALL UMACH (2, NOUT)

WRITE (NOUT, 99999) DET1, DET2
!

.0/

99999 FORMAT (' The determinant of A is ’,F6.3,’ * 10**’,F2.0)

END

Output

The determinant of A is 2.100 * 10**1.

LINDS
EmMPI

Computes the inverse of a real symmetric positive definite matrix.
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Required Arguments
A — N by N matrix containing the symmetric positive definite matrix to be inverted. (Input)
Only the upper triangle of A is referenced.

AINV — N by N matrix containing the inverse of A. (Output)
If & is not needed, A and ATNV can share the same storage locations.

Optional Arguments

N — Order of the matrix A. (Input)
Default: N = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: DA = size (a,1).

LDAINV — Leading dimension of AINV exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDATINV = size (AINV,1).

FORTRAN 90 Interface

Generic: CALL LINDS (A, AINV [,..])

Specific: The specific interface names are S_LINDS and D_LINDS.

FORTRAN 77 Interface

Single: CALL LINDS (N, A, LDA, AINV, LDAINV)

Double: The double precision name is DLINDS.

ScaLAPACK Interface

Generic: CALL LINDS (AQ, AINVO [,..])
Specific:  The specific interface names are S LINDS and D_LINDS.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LINDS computes the inverse of a real symmetric positive definite matrix. The underlying
code is based on either LINPACK , LAPACK, or ScaLAPACK code depending upon which
supporting libraries are used during linking. For a detailed explanation see
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“Using ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this
manual. LINDS first uses the routine LFCDS to compute an R'R factorization of the coefficient
matrix and to estimate the condition number of the matrix. LINRT is then used to compute R™.
Finally A" is computed using R' =R" R

LINDS fails if any submatrix of R is not positive definite or if R has a zero diagonal element.
These errors occur only if 4 is very close to a singular matrix or to a matrix which is not positive
definite.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A4 can cause very large changes in 4.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2NDS/DL2NDS. The
reference is:

CALL L2NDS (N, A, LDA, AINV, LDAINV, WK)

The additional argument is:

WK — Work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is not positive definite.

ScaLAPACK Usage Notes
The arguments which differ from the standard version of this routine are:
A0 — MxLDA by MxCOL local matrix containing the local portions of the distributed matrix

A. A contains the symmetric positive definite matrix to be inverted. (Input)

AINVO — MxLDA by MxcOL local matrix containing the local portions of the distributed
matrix AINV. AINV contains the inverse of the matrix A. (Output)
If A is not needed, A and ATNV can share the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK_GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

The inverse is computed for a real positive definite 3 x 3 matrix.
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USE LINDS INT
USE WRRRN_INT
! Declare variables

INTEGER LDA, LDAINV

PARAMETER  (LDA=3, LDAINV=3)

REAL A (LDA, LDA), AINV(LDAINV,LDAINV)
|
! Set values for A
! A= ( 1.0 -3.0 2.0)
! (-3.0 10.0 -5.0)
! ( 2.0 -5.0 6.0)
|

pata a/1.0, -3.0, 2.0, -3.0, 10.0, -5.0, 2.0, -5.0, 6.0/

CALL LINDS (A, AINV)
! Print results
CALL WRRRN (’AINV’, AINV)

END
Output
AINV
1 2 3
1 35.00 8.00 -5.00
2 8.00 2.00 -1.00
3  -5.00 -1.00 1.00

ScaLAPACK Example

The inverse of the same 3 x 3 matrix is computed as a distributed example. SCALAPACK MAP and
SCALAPACK_UNMAP are IMSL utility routines (see Chapter 11, “Utilities”) used to map and unmap
arrays to and from the processor grid. They are used here for brevity. DESCINIT is a
ScaLAPACK tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP_INT
USE LINDS_INT
USE WRRRN_ INT
USE SCALAPACK_SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, LDFACT, N, DESCA(9)
INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE :: A(:,:), AINV(:,:)
REAL, ALLOCATABLE :: AO(:,:), AINVO(:,:)

PARAMETER (LDA=3, N=3)
! Set up for MPI
MP NPROCS = MP_ SETUP ()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), AINV(LDA,N))
! Set values for A
A(l,:) = (/ 1.0, =3.0, 2.0/)
A(2,:) (/ -3.0, 10.0, -5.0/)
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A(3,:) = (/ 2.0, =-5.0, 6.0/)
ENDIF
! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK SETUP (N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA, MXCOL) , AINVO (MXLDA,MXCOL))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
! Call the routine to get the inverse
CALL LINDS (AQ, AINVO)
Unmap the results from the distributed
arrays back to a nondistributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACKiUNMAP(AINVO, DESCA, AINV)
! Print results.
! Only Rank=0 has the solution, AINV.
IF(MP_RANK.EQ.0) CALL WRRRN (’AINV’, AINV)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, AINV)
DEALLOCATE (A0, AINVO)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP_ NPROCS = MP_SETUP(‘FINAL’)
END

Output

AINV
1 2 3
1 35.00 8.00 -5.00
2 8.00 2.00 -1.00
3 -5.00 -1.00 1.00

LSASF

Solves a real symmetric system of linear equations with iterative refinement.

Required Arguments

A — N by N matrix containing the coefficient matrix of the symmetric linear system. (Input)
Only the upper triangle of A is referenced.

B — Vector of length N containing the right-hand side of the linear system. (Input)
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X — Vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: n = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: n.DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSASF (A, B,X [,..])

Specific: ~ The specific interface names are S LSASF and D_LSASF.

FORTRAN 77 Interface

Single: CALL LSASF (N, A, LDA, B, X)
Double: The double precision name is DLSASF.
Description

Routine LSASF solves systems of linear algebraic equations having a real symmetric indefinite
coefficient matrix. It first uses the routine LECSF to compute a U DU factorization of the
coefficient matrix and to estimate the condition number of the matrix. D is a block diagonal matrix
with blocks of order 1 or 2, and U is a matrix composed of the product of a permutation matrix
and a unit upper triangular matrix. The solution of the linear system is then found using the
iterative refinement routine LFISF.

LSASF fails if a block in D is singular or if the iterative refinement algorithm fails to converge.
These errors occur only if 4 is singular or very close to a singular matrix.

If the estimated condition number is greater than 1/¢ (where € is machine precision), a warning
error is issued. This indicates that very small changes in 4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system. LSASF solves the
problem that is represented in the computer; however, this problem may differ from the problem
whose solution is desired.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2ASF/DL2ASF. The
reference is

CALL L2ASF (N, A, LDA, B, X, FACT, IPVT, WK)

The additional arguments are as follows:
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FACT — N x N work array containing information about the U DU factorization of &
on output. If A is not needed, A and FACT can share the same storage location.

IPVT — Integer work vector of length N containing the pivoting information for the
factorization of A on output.

WK — Work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine 1L.2ASF the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values TVAL(3) and TVAL(4) are
temporarily replaced by 1vAL(1) and IVAL(2), respectively, in LSASF.
Additional memory allocation for FACT and option value restoration are done
automatically in LSASF. Users directly calling L2ASF can allocate additional
space for FACT and set 1VAL(3) and TVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSASF or L2ASF. Default values for the option are
vaL(*)=1, 16,0, 1.

17 This option has two values that determine if the L condition number is to be
computed. Routine LSASF temporarily replaces TVAL(2) by TVAL(1). The
routine L2CSF computes the condition number if TVAL(2) = 2. Otherwise L2CSF
skips this computation. LSASF restores the option. Default values for the option
are IVAL(*) =1, 2.

Example

A system of three linear equations is solved. The coefficient matrix has real symmetric form and
the right-hand-side vector b has three elements.

USE LSASF_INT
USE WRRRN_ INT
! Declare variables
PARAMETER (LDA=3, N=3)
REAL A (LDA,LDA), B(N), X (N)

Set values for A and B

1.0 -2.0 1.0)
(-2.0 3.0 -2.0)
(1.0 =-2.0 3.0)

p=]
Il
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DATA A/1.0, -2.0, 1.0, -2.0, 3.0, -2.0, 1.0, -2.0, 3.0/
DATA B/4.1, -4.7,

CALL LSASF (A, B, X)

CALL WRRRN (’'X’, X, 1, N, 1)
END

Output

X
1 2 3
-4.100 -3.500 1.200

LSLSF

Solves a real symmetric system of linear equations without iterative refinement .

Required Arguments

A — N by N matrix containing the coefficient matrix of the symmetric linear system. (Input)
Only the upper triangle of A is referenced.

B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: n = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSLSF (A,B,X [,..])

Specific: The specific interface names are S_LSLSF and D_LSLSF.
FORTRAN 77 Interface

Single: CALL LSLSF (N, A, LDA, B, X)

Double: The double precision name is DLSLSF.
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Description

Routine LSLSF solves systems of linear algebraic equations having a real symmetric indefinite

coefficient matrix. It first uses the routine LFCSF to compute a U DU factorization of the
coefficient matrix. D is a block diagonal matrix with blocks of order 1 or 2, and U is a matrix
composed of the product of a permutation matrix and a unit upper triangular matrix.

The solution of the linear system is then found using the routine LESSF.

LSLSF fails if a block in D is singular. This occurs only if 4 either is singular or is very close to a
singular matrix.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2LSF/DL2LSF. The
reference is:

CALL L2LSF (N, A, LDA, B, X, FACT, IPVT, WK)

The additional arguments are as follows:

FACT — N x N work array containing information about the U DU factorization of A
on output. If A is not needed, A and FACT can share the same storage locations.

IPVT — Integer work vector of length N containing the pivoting information for the
factorization of A on output.

WK — Work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine LSLSF the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values TVAL(3) and TVAL(4) are
temporarily replaced by 1vAL(1) and TVAL(2), respectively, in LSLSF.
Additional memory allocation for FACT and option value restoration are done
automatically in LSLSF. Users directly calling LSLSF can allocate additional
space for FACT and set TVAL(3) and IVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSLSF or LSLSF. Default values for the option are
1vaL(*)=1,16,0, 1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSLSF temporarily replaces ITVAL(2) by IVAL(1). The
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routine L2CSF computes the condition number if TVAL(2) = 2. Otherwise L2CSF
skips this computation. LSLSF restores the option. Default values for the option
are TVAL(*) =1, 2.

Example

A system of three linear equations is solved. The coefficient matrix has real symmetric form and
the right-hand-side vector b has three elements.

USE LSLSF_INT
USE WRRRN_ INT
Declare variables
PARAMETER (LDA=3, N=3)
REAL A (LDA,LDA), B(N), X (N)

Set values for A and B

A= ( 1.0 -2.0 1.0)
(-2.0 3.0 -2.0)
(1.0 -2.0 3.0)

B=( 4.1 -4.7 6.5)

DATA A/1.0, -2.0, 1.0, -2.0, 3.0, -2.0, 1.0, -2.0, 3.0/
DATA B/4.1, -4.7, 6.5/

CALL LSLSF (A, B, X)

Print results
CALL WRRRN (’X’, X, 1, N, 1)
END

Output

X
1 2 3

-4.100 -3.500 1.200

LFCSF

Computes the U DU factorization of a real symmetric matrix and estimate its L, condition
number.

Required Arguments

A — N by N symmetric matrix to be factored. (Input)
Only the upper triangle of A is referenced.

FACT — ~ by N matrix containing information about the factorization of the symmetric
matrix A. (Output)
Only the upper triangle of FACT is used. If A is not needed, A and FACT can share the
same storage locations.
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IPVT — Vector of length N containing the pivoting information for the factorization.
(Output)

RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of A.

(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: n = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: LDA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFCSF (A, FACT, IPVT, RCOND [,..])

Specific: The specific interface names are S LFCSF and D LFCSF.

FORTRAN 77 Interface

Single: CALL LFCSF (N, A, LDA, FACT, LDFACT, IPVT, RCOND)
Double: The double precision name is DLFCSF.
Description

Routine LFCSF performs a U DU’ factorization of a real symmetric indefinite coefficient matrix.
It also estimates the condition number of the matrix. The U DU” factorization is called the
diagonal pivoting factorization.

The L, condition number of the matrix 4 is defined to be «(4) = ||4]|, 4! ||, Since it is expensive to

compute |47 ||, the condition number is only estimated. The estimation algorithm is the same as
used by LINPACK and is described by Cline et al. (1979).

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system.

LFCSF fails if A is singular or very close to a singular matrix.

The U DU factors are returned in a form that is compatible with routines LFISF, LESSF and
LFDSF. To solve systems of equations with multiple right-hand-side vectors, use LECSF followed
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by either LFISF or LFSSF called once for each right-hand side. The routine LFDSF can be called
to compute the determinant of the coefficient matrix after LFCSF has performed the factorization.

The underlying code is based on either LINPACK or LAPACK code depending upon which
supporting libraries are used during linking. For a detailed explanation see “Using ScaLAPACK,
LAPACK, LINPACK, and EISPACK?” in the Introduction section of this manual.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2CSF/DL2CSF. The
reference is:

CALL L2CSF (N, A, LDA, FACT, LDFACT, IPVT, RCOND, WK)

The additional argument is:

WK — Work vector of length N.

2. Informational errors
Type  Code
3 1 The input matrix is algorithmically singular.
4 2 The input matrix is singular.
Example

The inverse of a 3 x 3 matrix is computed. LECSF is called to factor the matrix and to check for
singularity or ill-conditioning. LEISF is called to determine the columns of the inverse.

USE LFCSF_ INT
USE UMACH_INT
USE LFISF INT
USE WRRRN_INT
! Declare variables
PARAMETER (LDA=3, N=3)

INTEGER IPVT (N), NOUT
REAL A(LDA,LDA), AINV(N,N), FACT(LDA,LDA), RJ(N), RES(N),s&
RCOND

Set values for A

1.0 -2.0 1.0)
(-2.0 3.0 -2.0)
(1.0 =-2.0 3.0)

b
Il

DATA A/1.0, -2.0, 1.0, -2.0, 3.0, -2.0, 1.0, -2.0, 3.0/
! Factor A and return the reciprocal
! condition number estimate

CALL LFCSF (A, FACT, IPVT, RCOND)
! Print the estimate of the condition
! number

CALL UMACH (2, NOUT)

WRITE (NOUT,99999) RCOND, 1.0E0/RCOND

216 e Chapter 1: Linear Systems Fortran Numerical MATH LIBRARY



matrix one at a time in RJ

RJ = 0.EO
DO 10 J=1, N
RJ(J) = 1.0EO
! RJ is the J-th column of the identity
! matrix so the following LFISF
! reference places the J-th column of
! the inverse of A in the J-th column
! of AINV
CALL LFISF (A, FACT, IPVT, RJ, AINV(:,J), RES)
RJ(J) = 0.0EO
10 CONTINUE
! Print the inverse
CALL WRRRN (’AINV’, AINV)
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END
Output
RCOND < 0.05
L1l Condition number < 40.0
AINV
1 2 3
1 -2.500 -2.000 -0.500
2 -=2.000 -1.000 0.000
3 -0.500 0.000 0.500

LFTSF

Computes the U DU factorization of a real symmetric matrix.

Required Arguments

A — N by N symmetric matrix to be factored. (Input)
Only the upper triangle of A is referenced.

FACT — N by N matrix containing information about the factorization of the symmetric
matrix A. (Output)

Only the upper triangle of FACT is used. If A is not needed, A and FACT can share the

same storage locations.

IPVT — Vector of length N containing the pivoting information for the factorization.
(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (a,2).
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LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFTSF (A, FACT, IPVT [,..])

Specific: The specific interface names are S_LFTSF and D_LFTSF.

FORTRAN 77 Interface

Single: CALL LFTSF (N, A, LDA, FACT, LDFACT, IPVT)
Double: The double precision name is DLETSF.
Description

Routine LFTSF performs a U DU factorization of a real symmetric indefinite coefficient matrix.
The U DU’ factorization is called the diagonal pivoting factorization.

LFTSF fails if 4 is singular or very close to a singular matrix.

The U DU’ factors are returned in a form that is compatible with routines LFISF, LFSSF and
LFDSF. To solve systems of equations with multiple right-hand-side vectors, use LETSF followed
by either LFISF or LFSSF called once for each right-hand side. The routine LFDSF can be called
to compute the determinant of the coefficient matrix after LFTSF has performed the factorization.

The underlying code is based on either LINPACK or LAPACK code depending upon which
supporting libraries are used during linking. For a detailed explanation see “Using ScaLAPACK,
LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

Comments

Informational error

Type Code
4 2 The input matrix is singular.
Example

The inverse of a 3 x 3 matrix is computed. LETSF is called to factor the matrix and to check for
singularity. LFSSF is called to determine the columns of the inverse.

USE LFTSF INT
USE LFSSF INT
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N

USE WRRRN_INT
Declare variables
PARAMETER (LDA=3, N=3)
INTEGER IPVT (N)
REAL A (LDA,LDA), AINV(N,N), FACT(LDA,LDA), RJ(N)

Set values for A

A= ( 1.0 =-2.0 1.0)
(-2.0 3.0 =2.0)
(1.0 =-2.0 3.0)

DATA A/1.0, -2.0, 1.0, -2.0, 3.0, -2.0, 1.0, -2.0, 3.0/
Factor A

CALL LFTSF (A, FACT, IPVT)
Set up the columns of the identity
matrix one at a time in RJ

RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0EO
RJ is the J-th column of the identity
matrix so the following LFSSF
reference places the J-th column of
the inverse of A in the J-th column
of AINV
CALL LFSSF (FACT, IPVT, RJ, AINV(:,J))
RJ(J) = 0.0EO

10 CONTINUE
Print the inverse
CALL WRRRN (’AINV’, AINV)
END

Output

AINV
1 2 3
-2.500 =-2.000 -0.500
-2.000 -1.000 0.000
-0.500 0.000 0.500

LFSSF

Solves a real symmetric system of linear equations given the U DU factorization of the
coefficient matrix.

Required Arguments

FACT — N by N matrix containing the factorization of the coefficient matrix A as output from

routine LFCSEF/DLFCSF or LETSE/DLFTSF. (Input)
Only the upper triangle of FACT is used.

IPVT — Vector of length N containing the pivoting information for the factorization of A as

output from routine LFCSF/DLFCSF or LETSF/DLFTSF. (Input)
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B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and x can share the same storage locations.

Optional Arguments

N — Number of equations. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of A exactly as specified in the dimension statement of the

calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFSSF (FACT, IPVT,B,X [,..])

Specific: ~ The specific interface names are S LFSSF and D_LFSSF.

FORTRAN 77 Interface

Single: CALL LFSSF (N, FACT, LDFACT, IPVT, B, X)
Double: The double precision name is DLFSSF.
Description

Routine LFSSF computes the solution of a system of linear algebraic equations having a real
symmetric indefinite coefficient matrix.

To compute the solution, the coefficient matrix must first undergo a U DU’ factorization. This
may be done by calling either LFCSF or LETSF.

LFSSF and LFISF both solve a linear system given its U DU’ factorization. LFISF generally takes
more time and produces a more accurate answer than LFSSF. Each iteration of the iterative
refinement algorithm used by LFISF calls LFSSF.

The underlying code is based on either LINPACK or LAPACK code depending upon which
supporting libraries are used during linking. For a detailed explanation see “Using ScaLAPACK,
LAPACK, LINPACK, and EISPACK?” in the Introduction section of this manual.

Example

A set of linear systems is solved successively. LFTSF is called to factor the coefficient matrix.
LFSSF is called to compute the four solutions for the four right-hand sides. In this case the
coefficient matrix is assumed to be well-conditioned and correctly scaled. Otherwise, it would be
better to call LECSF to perform the factorization, and LFISF to compute the solutions.
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USE LFSSF INT
USE LFTSF INT
USE WRRRN_ INT

Declare variables

PARAMETER  (LDA=3, N=3)
INTEGER IPVT (N)
REAL A (LDA,LDA), B(N,4), X(N,4), FACT(LDA,LDA)

Set values for A and B

|
I
!
! A= ( 1.0 -=-2.0 1.0)
! (-2.0 3.0 -2.0)
! (1.0 =-2.0 3.0)
|
! B=(-1.0 3.6 -8.0 =-9.4)
! (-3.0 -4.2 11.0 17.6)
! (-3.0 =-5.2 -6.0 -23.4)
|
DATA A/1.0, -2.0, 1.0, -2.0, 3.0, -2.0, 1.0, =-2.0, 3.0/
DATA B/-1.0, -3.0, -3.0, 3.6, -4.2, -5.2, -8.0, 11.0, -6.0,%&
-9.4, 17.6, -23.4/
! Factor A

CALL LFTSF (A, FACT,

IPVT)
Solve for the four right-hand sides

DO 10 1I=1, 4
CALL LFSSF (FACT, IPVT, B(:,I), X(:,1I))
10 CONTINUE
! Print results
CALL WRRRN (’'X’', X)
END
Output
X
1 2 3 4
1 10.00 2.00 1.00 0.00
2 5.00 -3.00 5.00 1.20
3 -1.00 -4.40 1.00 -7.00

LFISF

Uses iterative refinement to improve the solution of a real symmetric system of linear equations.

Required Arguments

A — N by N matrix containing the coefficient matrix of the symmetric linear system. (Input)

Only the upper triangle of A is referenced

FACT — N by N matrix containing the factorization of the coefficient matrix A as output from

routine LFCSEF/DLFCSF or LETSE/DLFTSF. (Input)
Only the upper triangle of FACT is used.
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IPVT — Vector of length N containing the pivoting information for the factorization of A as
output from routine LFCSF/DLFCSF or LFTSF/DLFTSF. (Input)

B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

RES — Vector of length N containing the residual vector at the improved solution. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: L.DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFISF (A, FACT, IPVT,B,X,RES [,..])

Specific: The specific interface names are S LFISF and D LFISF.

FORTRAN 77 Interface

Single: CALL LFISF (N, A, LDA, FACT, LDFACT, IPVT, B, X, RES)
Double: The double precision name is DLFISF.
Description

LFISF computes the solution of a system of linear algebraic equations having a real symmetric
indefinite coefficient matrix. Iterative refinement is performed on the solution vector to improve
the accuracy. Usually almost all of the digits in the solution are accurate, even if the matrix is
somewhat ill-conditioned.

To compute the solution, the coefficient matrix must first undergo a U DU factorization. This
may be done by calling either LFCSF or LFTSF.

Iterative refinement fails only if the matrix is very ill-conditioned.
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LFISF and LFSSF both solve a linear system given its U DU factorization. LFISF generally takes
more time and produces a more accurate answer than LESSF. Each iteration of the iterative
refinement algorithm used by LFISF calls LFSSF.

Comments
Informational error
Type Code
3 2 The input matrix is too ill-conditioned for iterative refinement to be
effective.
Example

A set of linear systems is solved successively. The right-hand-side vector is perturbed after solving
the system each of the first two times by adding 0.2 to the second element.

USE LFISF_INT
USE UMACH_ INT
USE LFCSF INT
USE WRRRN_INT
! Declare variables
PARAMETER (LDA=3, N=3)

INTEGER IPVT (N), NOUT
REAL A (LDA,LDA), B(N), X(N), FACT(LDA,LDA), RES(N), RCOND
!
! Set values for A and B
! A= ( 1.0 -2.0 1.0)
! (-2.0 3.0 -2.0)
! ( 1.0 -2.0 3.0)
|
! B=( 4.1 -4.7 6.5)
|

DATA A/1.0, -2.0, 1.0, -2.0, 3.0, -2.0, 1.0, -2.0, 3.0/
DATA B/4.1, -4.7, 6.5/
! Factor A and compute the estimate
! of the reciprocal condition number
CALL LFCSF (A, FACT, IPVT, RCOND)
! Print condition number
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0EO0/RCOND
! Solve, then perturb right-hand side
DO 10 1I=1, 3
CALL LFISF (A, FACT, IPVT, B, X, RES)
! Print results
CALL WRRRN ('X’, X, 1, N, 1)
CALL WRRRN ('RES’, RES, 1, N, 1)
B(2) = B(2) + .20EOQ
10 CONTINUE
i
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output
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RCOND < 0.035

Ll

-2.

Condition number < 40.0

X
1 2 3

.100 -3.500 1.200

RES
1 2 3

.384E-07 -2.384E-07 0.000E+00

1 2 3

.500 -3.700 1.200

RES
1 2 3

.384E-07 -2.384E-07 0.000E+00

1 2 3

.900 -3.900 1.200

RES
1 2 3
384E-07 -2.384E-07 0.000E+00

LFDSF

Computes the determinant of a real symmetric matrix given the U DU’ factorization of the matrix.

Required Arguments
FACT — N by N matrix containing the factored matrix A4 as output from subroutine

LETSF/DLFTSF or LECSF/DLFCSF. (Input)

IPVT — Vector of length N containing the pivoting information for the U DU factorization
as output from routine LFTSF/DLFTSF or LFCSF/DLFCSFE. (Input)

DET1 — Scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that, 1.0 <|DET1| < 10.0 or DET1 = 0.0.

DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form, det(4) = DET1 * 10PET2,

Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (FACT,2).
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LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1)

FORTRAN 90 Interface

Generic: CALL LFDSF (FACT, IPVT,DET1,DET2 [,..])

Specific: The specific interface names are S_LFDSF and D_LFDSF.

FORTRAN 77 Interface

Single: CALL LFDSF (N, FACT, LDFACT, IPVT, DET1, DET2)
Double: The double precision name is DLFDSF.
Description

Routine LFDSF computes the determinant of a real symmetric indefinite coefficient matrix. To
compute the determinant, the coefficient matrix must first undergo a U DU factorization. This
may be done by calling either LFCSF or LETSF. Since det U = £1, the formula

det A = det Udet D det U" = det D is used to compute the determinant. Next det D is computed as
the product of the determinants of its blocks.

LFDSF is based on the LINPACK routine SSIDTI; see Dongarra et al. (1979).

Example

The determinant is computed for a real symmetric 3 x 3 matrix.

USE LFDSF INT
USE LFTSFEF INT
USE UMACH_INT
! Declare variables
PARAMETER (LDA=3, N=3)
INTEGER IPVT (N), NOUT
REAL A(LDA,LDA), FACT(LDA,LDA), DET1, DET2

Set values for A

A= ( 1.0 =2.0 1.0)
(-2.0 3.0 -2.0)
(1.0 -=-2.0 3.0)

DATA A/1.0, -2.0, 1.0, -2.0, 3.0, -2.0, 1.0, -2.0, 3.0/
! Factor A
CALL LFTSF (A, FACT, IPVT)
! Compute the determinant
CALL LFDSF (FACT, IPVT, DET1, DET2)
! Print the results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) DET1, DET2
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99999 FORMAT (' The determinant of A is ', F6.3, ' * 10**’, F2.0)
END

Output

The determinant of A is -2.000 * 10**0.

LSADH
ErmMPl

Solves a Hermitian positive definite system of linear equations with iterative refinement.

Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the Hermitian positive
definite linear system. (Input)
Only the upper triangle of A is referenced.
B — Complex vector of length N containing the right-hand side of the linear system. (Input)
X — Complex vector of length N containing the solution of the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSADH (A, B, X [,..])

Specific: The specific interface names are S_LSADH and D_LSADH.
FORTRAN 77 Interface

Single: CALL LSADH (N, A, LDA, B, X)

Double: The double precision name is DLSADH.
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ScaLAPACK Interface

Generic: CALL LSADH (A0, B0, X0 [,..])
Specific: ~ The specific interface names are S LSADH and D_LSADH.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LSADH solves a system of linear algebraic equations having a complex Hermitian positive
definite coefficient matrix. It first uses the routine LECDH to compute an R'R Cholesky
factorization of the coefficient matrix and to estimate the condition number of the matrix. The
matrix R is upper triangular. The solution of the linear system is then found using the iterative
refinement routine LFIDH.

LSADH fails if any submatrix of R is not positive definite, if R has a zero diagonal element or if the
iterative refinement algorithm fails to converge. These errors occur only if 4 either is very close to
a singular matrix or is a matrix that is not positive definite.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system. LSADH solves the
problem that is represented in the computer; however, this problem may differ from the problem
whose solution is desired.

The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2ADH/DL2ADH. The
reference is:

CALL L2ADH (N, A, LDA, B, X, FACT, WK)

The additional arguments are as follows:
FACT — N x N work array containing the R R factorization of A on output.

WK — Complex work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
3 4 The input matrix is not Hermitian. It has a diagonal entry with a

small imaginary part.
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4 2 The input matrix is not positive definite.
4 4 The input matrix is not Hermitian. It has a diagonal entry with an
imaginary part.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2ADH the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values IVAL(3) and IVAL(4) are
temporarily replaced by 1vAL(1) and TVAL(2), respectively, in LSADH.
Additional memory allocation for FACT and option value restoration are done
automatically in LSADH. Users directly calling L2ADH can allocate additional
space for FACT and set TVAL(3) and IVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSADH or L2ADH. Default values for the option are
1vaL(*)=1,16,0, 1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSADH temporarily replaces IVAL(2) by IVAL(1). The
routine L2CDH computes the condition number if TVAL(2) = 2. Otherwise L2CDH
skips this computation. LSADH restores the option. Default values for the option
are TVAL(*) =1, 2.

ScaLAPACK Usage Notes
The arguments which differ from the standard version of this routine are:

A0 — Complex MXLDA by MxCOL local matrix containing the local portions of the
distributed matrix A. A contains the coefficient matrix of the Hermitian positive
definite linear system. (Input)

Only the upper triangle of A is referenced.

B0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector B. B contains the right-hand side of the linear system. (Input)

X0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector X. X contains the solution to the linear system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Utilities) has been
made. See the ScaLAPACK Example below.

Example

A system of five linear equations is solved. The coefficient matrix has complex positive definite
form and the right-hand-side vector b has five elements.

USE LSADH INT
USE WRCRN_INT

228 e Chapter 1: Linear Systems Fortran Numerical MATH LIBRARY



! Declare variables

INTEGER LDA, N
PARAMETER  (LDA=5, N=5)
COMPLEX A(LDA,LDA), B(N), X(N)
|
! Set values for A
|
! A = ( 2.0+40.01 -1.0+41.01 0.0+0.01
! ( 4.0+0.01 1.0+2.01
! ( 10.0+0.01
! ( 6
! (
!
! B = (1.0+5.01 12.0-6.0i 1.0-16.01i -3
|
DATA A /(2.0,0.0), 4*(0.0,0.0), (-1.0,1.0), ¢(
4%*(0.0,0.0), (1.0,2.0), (10.0,0.0), 4*
(0.0,4.0), (6.0,0.0), 4*(0.0,0.0), (1.
DATA B /(1.0,5.0), (12.0,-6.0), (1.0,-16.0),

(25.0,16.0) /

CALL LSADH (A, B, X)
! Print results
CALL WRCRN (’X’, X, 1, N, 1)
i
END
Output
X
1 2 3
( 2.000, 1.000) ( 3.000, 0.000) (-1.000,-1.000)
5
( 3.000, 2.000)

ScaLAPACK Example

and B

0.0+0.01
0.0+0.01
0.0+4.01
.0+0.01

0.0+0.01

0.0+0.01

0.0+0.01
1.0+1.01
9.0+0.01

)
)
)
)
)
.0-3.01 25.0+16.01 )
4.0,0.0),¢&
(0.0,0.0),&

0,1.0), (9.0,0.0)/
(-3.0,-3.0),&

4
( 0.000,-2.000)

The same system of five linear equations is solved as a distributed computing example. The
coefficient matrix has complex positive definite form and the right-hand-side vector b has five
elements. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter 11,
“Utilities”) used to map and unmap arrays to and from the processor grid. They are used here for
brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local

arrays.

USE MPI_ SETUP_ INT
USE LSADH INT
USE WRCRN_INT
USE SCALAPACK_ SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’

! Declare variables
INTEGER LDA, N, DESCA(9), DESCX(9)
INTEGER INFO, MXCOL, MXLDA
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COMPLEX, ALLOCATABLE :: A(:,:), B(:), X(:)
COMPLEX, ALLOCATABLE :: AO(:,:), BO(:), XO(:)
PARAMETER (LDA=5, N=5)
! Set up for MPI
MP NPROCS = MP_SETUP()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), X(N))

! Set values for A and B
A(l,:) = (/(2.0, 0.0),(-1.0, 1.0),¢( 0.0, 0.0), (0.0, 0.0), (0.0, 0.0)/)
A(2,:) = (/(0.0, 0.0),( 4.0, 0.0),( 1.0, 2.0),(0.0, 0.0), (0.0, 0.0)/)
A(3,:) = (/(0.0, 0.0),¢( 0.0, 0.0),(10.0, 0.0), (0.0, 4.0), (0.0, 0.0)/)
A(4,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0),(6.0, 0.0), (1.0, 1.0)/)
A(5,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0), (0.0, 0.0), (9.0, 0.0)/)
|
B= (/(1.0, 5.0),(12.0, -6.0), (1.0, -16.0), (-3.0, =-3.0), (25.0, 16.0)/)
ENDIF

! Set up a 1D processor grid and define
! its context ID, MP_ ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCX, N, 1, MP MB, 1, 0, 0, MP_ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
CALL SCALAPACK MAP (B, DESCX, BO)
! Solve the system of equations
CALL LSADH (A0, B0, X0)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACK UNMAP (X0, DESCX, X)
! Print results.
! Only Rank=0 has the solution, X.
IF (MP_RANK .EQ. 0)CALL WRCRN ('X’, X, 1, N, 1)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, XO0)
! Exit ScalAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)

END
Output
X
1 2 3 4
( 2.000, 1.000) ( 3.000, 0.000) (-1.000,-1.000) ( 0.000,-2.000)
5
)

( 3.000, 2.000
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Solves a complex Hermitian positive definite system of linear equations without iterative

refinement.

Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the Hermitian positive
definite linear system. (Input)
Only the upper triangle of A is referenced.

B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

Optional Arguments

N — Number of equations. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: L.DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSLDH (A, B, X [,..])

Specific: The specific interface names are S_LSLDH and D_LSLDH.
FORTRAN 77 Interface

Single: CALL LSLDH (N, A, LDA, B, X)

Double: The double precision name is DLSLDH.
ScaLAPACK Interface

Generic: CALL LSLDH (A0, B0, X0 [,..])

Specific: ~ The specific interface names are S LSLDH and D_LSLDH.
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See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LSLDH solves a system of linear algebraic equations having a complex Hermitian positive
definite coefficient matrix. The underlying code is based on either LINPACK , LAPACK, or
ScaLAPACK code depending upon which supporting libraries are used during linking. For a
detailed explanation see “Using ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the
Introduction section of this manual. LSLDH first uses the routine LFCDH to compute an R'R
Cholesky factorization of the coefficient matrix and to estimate the condition number of the
matrix. The matrix R is upper triangular. The solution of the linear system is then found using the
routine LFSDH.

LSLDH fails if any submatrix of R is not positive definite or if R has a zero diagonal element.
These errors occur only if 4 is very close to a singular matrix or to a matrix which is not positive
definite.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A4 can cause very large changes in the
solution x. If the coefficient matrix is ill-conditioned or poorly scaled, it is recommended that
LSADH be used.

Comments

1. Workspace may be explicitly provided, if desired, by use of L21.DH/ DL2LDH. The
reference is:

CALL L2LDH (N, A, LDA, B, X, FACT, WK)

The additional arguments are as follows:

FACT — ~ x N work array containing the R" R factorization of 2 on output. If A is not
needed, A can share the same storage locations as FACT.

WK — Complex work vector of length N.

2. Informational errors
Type Code

3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.

3 4 The input matrix is not Hermitian. It has a diagonal entry with a
small imaginary part.

4 2 The input matrix is not positive definite.

4 4 The input matrix is not Hermitian. It has a diagonal entry with an

imaginary part.

3. Integer Options with Chapter 11 Options Manager
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16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2LDH the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values TVAL(3) and TVAL(4) are
temporarily replaced by 1vAL(1) and IVAL(2), respectively, in LSLDH.
Additional memory allocation for FACT and option value restoration are done
automatically in LSLDH. Users directly calling L2LDH can allocate additional
space for FACT and set 1VAL(3) and TVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSLDH or L2LDH. Default values for the option are
van(*)=1,16,0, 1.

17 This option has two values that determine if the L condition number is to be
computed. Routine LSLDH temporarily replaces TVAL(2) by TVAL(1). The
routine L.2CDH computes the condition number if TVAL(2) = 2. Otherwise L2CDH
skips this computation. LSLDH restores the option. Default values for the option
are IVAL(*) =1, 2.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — Complex MXLDA by MXCOL local matrix containing the local portions of the
distributed matrix A. A contains the coefficient matrix of the Hermitian positive
definite linear system. (Input)

Only the upper triangle of A is referenced.

B0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector B. B contains the right-hand side of the linear system. (Input)

X0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector X. X contains the solution to the linear system. (Output)
If B is not needed, B and x can share the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

A system of five linear equations is solved. The coefficient matrix has complex Hermitian positive
definite form and the right-hand-side vector b has five elements.

USE LSLDH INT
USE WRCRN_INT
! Declare variables

INTEGER LDA, N
PARAMETER (LDA=5, N=5)
COMPLEX A(LDA,LDA), B(N), X(N)
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DATA A

DATA

CALL LS

CALL WR

END

Output

(2.000, 1.00

2.00

( 3.000,

Set values for A and B

( 2.0+0.01i -1.0+1.01 0.0+0.01 0.0+0.01 0.0+40.01 )
( 4.0+0.01 1.0+2.01 0.0+0.01 0.0+0.01 )
( 10.0+0.01 0.0+4.01 0.0+40.01 )
( 6.0+0.01 1.0+1.01 )
( 9.0+0.01 )
(1.0+5.01i 12.0-6.01i 1.0-16.01 -3.0-3.01 25.0+16.01 )
/(2.0,0.0), 4*(0.0,0.0), (-1.0,1.0), (4.0,0.0),&
4*(0.0,0.0), (1.0,2.0), (10.0,0.0), 4*(0.0,0.0),&
(0.0,4.0), (6.0,0.0), 4*(0.0,0.0), (1.0,1.0), (9.0,0.0)/
/(1.0,5.0), (12.0,-6.0), (1.0,-16.0), (-3.0,-3.0),&

(25.0,16.0)/

LDH (A, B, X)
Print results
CRN ('X’', X, 1, N, 1)
X

1 2 3 4
0) ( 3.000, 0.000) (-1.000,-1.000) ( 0.000,-2.000)

5

0)

ScaLAPACK Example

The same system of five linear equations is solved as a distributed computing example. The
coefficient matrix has complex positive definite form and the right-hand-side vector b has five
elements. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter 11,
“Utilities”) used to map and unmap arrays to and from the processor grid. They are used here for
brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local

arrays.

USE MPI

USE LSL

SETUP_INT
DH_INT

USE WRCRN INT

USE SCALAPACK_ SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’

! Declare variables
INTEGER LDA, N, DESCA(9), DESCX(9)
INTEGER INFO, MXCOL, MXLDA
COMPLEX, ALLOCATABLE A(:,:), B(:), X(:)
COMPLEX, ALLOCATABLE A0 (:,:), BO(:), XO(:)
PARAMETER (LDA=5, N=5)

Set up for MPI
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MP NPROCS = MP SETUP ()
IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), X(N))
! Set values for A and B

A(l,:) = (/(2.0, 0.0),(-1.0, 1.0),( 0.0, 0.0), (0.0, 0.0), (0.0, 0.0)/)
A(2,:) = (/(0.0, 0.0),( 4.0, 0.0),( 1.0, 2.0), (0.0, 0.0), (0.0, 0.0)/)
A(3,:) = (/(0.0, 0.0),( 0.0, 0.0),(10.0, 0.0), (0.0, 4.0), (0.0, 0.0)/)
A(4,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0), (6.0, 0.0), (1.0, 1.0)/)
A(5,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0), (0.0, 0.0), (9.0, 0.0)/)
|

B = (/(1.0, 5.0),(12.0, -6.0), (1.0, -16.0), (-3.0, -3.0),(25.0, 16.0)/)
ENDIF

! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCX, N, 1, MP MB, 1, 0, 0, MP_ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (A0 (MXLDA,MXCOL), BO (MXLDA), X0 (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
CALL SCALAPACK MAP (B, DESCX, BO)
! Solve the system of equations
CALL LSLDH (A0, BO, XO0)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACK UNMAP (X0, DESCX, X)
! Print results.
! Only Rank=0 has the solution, X.
IF (MP_RANK .EQ. 0)CALL WRCRN (’X’, X, 1, N, 1)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, XO0)
! Exit ScalAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)

! Shut down MPI
MP NPROCS = MP_SETUP(‘FINAL')

END
Output
X
2 3 4
( 2.000, 1.000) ( 3.000, 0.000) (-1.000,-1.000) ( 0.000,-2.000)

1
)
5
( 3.000, 2.000)
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LFCDH
EMPI

Computes the R" R factorization of a complex Hermitian positive definite matrix and estimate its
L, condition number.

Required Arguments

A — Complex N by N Hermitian positive definite matrix to be factored. (Input) Only the
upper triangle of a is referenced.

FACT — Complex N by N matrix containing the upper triangular matrix R of the factorization
of A in the upper triangle. (Output)

Only the upper triangle of FACT will be used. If A is not needed, A and FACT can share
the same storage locations.

RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of A.

(Output)

Optional Arguments

N — Order of the matrix.  (Input)
Default: N = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: n.DA = size (a,1).

LDFACT --- Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFCDH (A, FACT, RCOND [,..])

Specific: The specific interface names are S_LFCDH and D_LFCDH.
FORTRAN 77 Interface

Single: CALL LFCDH (N, A, LDA, FACT, LDFACT, RCOND)

Double: The double precision name is DLFCDH.
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ScaLAPACK Interface

Generic: CALL LFCDH (AO, FACTO0, RCOND [,..])
Specific:  The specific interface names are S LFCDH and D_LFCDH.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFCDH computes an R"R Cholesky factorization and estimates the condition number of a
complex Hermitian positive definite coefficient matrix. The matrix R is upper triangular.

The L, condition number of the matrix 4 is defined to be «(4) = ||4]|, 4! ||, Since it is expensive to

compute |47 ||, the condition number is only estimated. The estimation algorithm is the same as
used by LINPACK and is described by Cline et al. (1979).

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in 4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system.

LFCDH fails if any submatrix of R is not positive definite or if R has a zero diagonal element.
These errors occur only if 4 is very close to a singular matrix or to a matrix which is not positive
definite.

The R” R factors are returned in a form that is compatible with routines LFIDH, LFSDH and
LFDDH. To solve systems of equations with multiple right-hand-side vectors, use LFCDH followed
by either LFIDH or LFSDH called once for each right-hand side. The routine LFDDH can be called
to compute the determinant of the coefficient matrix after LFCDH has performed the factorization.

The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2CDH/DL2CDH. The
reference is:

CALL L2CDH (N, A, LDA, FACT, LDFACT, RCOND, WK)

The additional argument is

WK — Complex work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is algorithmically singular.
3 4 The input matrix is not Hermitian. It has a diagonal entry with a

small imaginary part.
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4 4  The input matrix is not Hermitian.
4 2 The input matrix is not positive definite. It has a diagonal entry with
an imaginary part

ScaLAPACK Usage Notes
The arguments which differ from the standard version of this routine are:

A0 — Complex MXLDA by MxCOL local matrix containing the local portions of the
distributed matrix A. A contains the Hermitian positive definite matrix to be factored.
(Input)

Only the upper triangle of A is referenced.

FACTO — Complex MXLDA by MXCOL local matrix containing the local portions of the
distributed matrix FACT. FACT contains the upper triangular matrix R of the
factorization of A in the upper triangle. (Output)

Only the upper triangle of FACT will be used. If A is not needed, A and FACT can share
the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK_GETDIM (see Ultilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

The inverse of a 5 x 5 Hermitian positive definite matrix is computed. LFCDH is called to factor the
matrix and to check for nonpositive definiteness or ill-conditioning. LFIDH is called to determine
the columns of the inverse.

USE LFCDH_INT
USE LFIDH INT
USE UMACH INT
USE WRCRN_INT
! Declare variables

INTEGER LDA, LDFACT, N, NOUT
PARAMETER  (LDA=5, LDFACT=5, N=5)
REAL RCOND

COMPLEX A(LDA,LDA), AINV(LDA,LDA), FACT(LDFACT,LDFACT), &
RES (N), RJ(N)

Set values for A

A = ( 2.0+0.01 -1.0+1.01 0.0+0.01 0.0+0.01 0.0+40.01 )
( 4.0+0.01 1.0+2.01 0.0+0.01 0.0+0.01 )
( 10.0+40.01 0.0+4.01 0.0+40.01 )
( 6.0+0.01 1.0+41.01 )
( 9.0+0.01 )

DATA A /(2.0,0.0), 4*(0.0,0.0), (-1.0,1.0), (4.0,0.0),¢&
4*(0.0,0.0), (1.0,2.0), (10.0,0.0), 4*(0.0,0.0),&
(0.0,4.0), (6.0,0.0), 4*(0.0,0.0), (1.0,1.0), (9.0,0.0)/
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! Factor the matrix A

CALL LFCDH (A, FACT, RCOND)
! Set up the columns of the identity
! matrix one at a time in RJ

RJ = (0.0E0, 0.0EO)

DO 10 J=1, N

RJ(J) = (1.0E0,0.0EO0)
! RJ is the J-th column of the identity
! matrix so the following LFIDH
! reference places the J-th column of
! the inverse of A in the J-th column
! of AINV
CALL LFIDH (A, FACT, RJ, AINV(:,J), RES)
RJ(J) = (0.0E0,0.0EOQ)

10 CONTINUE
! Print the results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0E0/RCOND
CALL WRCRN (’"AINV’, AINV)

99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < 0.075
L1 Condition number < 25.0

AINV
1 2 3 4
1 (0.7166, 0.0000) ( 0.2166,-0.2166) (-0.0899,-0.0300) (-0.0207, 0.0622)
2 (0.2166, 0.2166) ( 0.4332, 0.0000) (-0.0599,-0.1198) (-0.0829, 0.0415)
3 (-0.0899, 0.0300) (-0.0599, 0.1198) ( 0.1797, 0.0000) ( 0.0000,-0.1244)
4 (-0.0207,-0.0622) (-0.0829,-0.0415) ( 0.0000, 0.1244) (0.2592, 0.0000)
5 ( 0.0092, 0.0046) ( 0.0138,-0.0046) (-0.0138,-0.0138) (-0.0288, 0.0288)
5
1 (0.0092,-0.0046)
2 (0.0138, 0.0046)
3 (-0.0138, 0.0138)
4 (-0.0288,-0.0288)
5 (0.1175, 0.0000)

ScaLAPACK Example

The inverse of the same 5 x 5 Hermitian positive definite matrix in the preceding example is
computed as a distributed computing example. LECDH is called to factor the matrix and to check
for nonpositive definiteness or ill-conditioning. LFIDH (page 187) is called to determine the
columns of the inverse. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see
Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor grid. They are
used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the descriptors
for the local arrays.
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USE MPI SETUP_INT
USE LFCDH_INT
USE LFIDH INT
USE WRCRN_INT
USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, NOUT, DESCA(9), DESCX(9)

INTEGER INFO, MXCOL, MXLDA

REAL RCOND

COMPLEX, ALLOCATABLE :: A(:,:), AINV(:,:), RJI(:), RJO(:)
COMPLEX, ALLOCATABLE :: AO(:,:), FACTO(:,:), RESO(:), XO0(:)
PARAMETER (LDA=5, N=5)

! Set up for MPI
MP NPROCS = MP_ SETUP ()

IF (MP_RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), AINV(LDA,N))

i Set values for A and B
A(l,:) = (/(2.0, 0.0),(-1.0, 1.0),¢( 0.0, 0.0), (0.0, 0.0), (0.0, 0.0)/)
A(2,:) = (/(0.0, 0.0),¢( 4.0, 0.0),( 1.0, 2.0),(0.0, 0.0), (0.0, 0.0)/)
A(3,:) = (/(0.0, 0.0),¢( 0.0, 0.0),(10.0, 0.0), (0.0, 4.0), (0.0, 0.0)/)
A(4,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0),(6.0, 0.0), (1.0, 1.0)/)
A(5,:) = (/(0.0, 0.0),( 0.0, 0.0),¢( 0.0, 0.0), (0.0, 0.0), (9.0, 0.0)/)
ENDIF

! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK SETUP (N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT (DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AQO (MXLDA,MXCOL), X0 (MXLDA),FACTO (MXLDA,MXCOL), RJ(N), &
RJO (MXLDA), RESO (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
! Factor the matrix A
CALL LFCDH (AO, FACTO, RCOND)
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = (0.0E0, 0.0EO)
DO 10 J=1, N
RJ(J) = (1.0E0,0.0E0Q)
CALL SCALAPACK_MAP(RJ, DESCX, RJO)
RJ is the J-th column of the identity
matrix so the following LFIDH
reference solves for the J-th column of
the inverse of A
CALL LFIDH (AO, FACTO, RJO, X0, RESO)
! Unmap the results from the distributed
! array back to a non-distributed array
CALL SCALAPACK_UNMAP(XO, DESCX, AINV(:,d))
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RJ(J) = (0.0EOQ,
10 CONTINUE

IF(MP_RANK .EQ. 0)
CALL UMACH (2,

ENDIF

IF (MP_RANK .EQ. 0)

0.0EO0)

THEN

NOUT)
WRITE (NOUT,99999) RCOND,
CALL WRCRN (’AINV’,

DEALLOCATE (A0, FACTO, RJ,

99999 FORMAT ('’ RCOND =

END

Output

RCOND < 0.075

",F5.3,

L1 Condition number < 25.0

1

1 ( 0.7166, 0.0000) ( O.
2 ( 0.2166, 0.2166) ( O.
3 (-0.0899, 0.0300) (-0.
4 (-0.0207,-0.0622) (-0.
5 ( 0.0092, 0.0046) ( O.

5
1 (0.0092,-0.0046)
2 (0.0138, 0.0046)
3 (-0.0138, 0.0138)
4 (-0.0288,-0.0288)
5 (0.1175, 0.0000)

2166,-0.
4332, 0.
0599, O.
0829, -0.
0138,-0.

Print the results.
After the unmap,
array.

AINV)

RJO,

V

AINV

2166)
0000)
1198)
0415)
0046)

RESO,
Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
Shut down MPI
MP NPROCS = MP SETUP (‘FINAL’)

L1 Condition number =

2

o~~~ o~ —~

[eNeoNeoNoNe]

1.0E0/RCOND

DEALLOCATE (A, AINV)
X0)

.0899,-0.
.0599,-0.
.1797, 0.
.0000, O.
.0138,-0.

only Rank=0 has the full

0300
1198
0000
1244
0138

", F6.3)

O O O oo

.0207,
.0829,
.0000,-0.1244
.2592,
.0288,

4
0.0622)
0.0415)

)
0.0000)
0.0288)

LFTDH

EMPI

Computes the RYR factorization of a complex Hermitian positive definite matrix.

Required Arguments

A — Complex N by N Hermitian positive definite matrix to be factored. (Input) Only the
upper triangle of a is referenced.

FACT — Complex N by N matrix containing the upper triangular matrix R of the factorization

of A in the upper triangle. (Output)
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Only the upper triangle of FACT will be used. If A is not needed, A and FACT can share
the same storage locations.

Optional Arguments

N — Order of the matrix.  (Input)
Default: n = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFTDH (A, FACT [,..])

Specific: ~ The specific interface names are S LFTDH and D_LFTDH.

FORTRAN 77 Interface

Single: CALL LFTDH (N, A, LDA, FACT, LDFACT)

Double: The double precision name is DLFTDH.

ScaLAPACK Interface

Generic: CALL LFTDH (AQ, FACTO [,..])
Specific: The specific interface names are S LFTDH and D LETDH.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFTDH computes an R'R Cholesky factorization of a complex Hermitian positive definite
coefficient matrix. The matrix R is upper triangular.

LFTDH fails if any submatrix of R is not positive definite or if R has a zero diagonal element.

These errors occur only if 4 is very close to a singular matrix or to a matrix which is not positive
definite.

The R R factors are returned in a form that is compatible with routines LFIDH, LFSDH and
LFDDH. To solve systems of equations with multiple right-hand-side vectors, use LFCDH followed
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by either LFIDH or LFSDH called once for each right-hand side. The IMSL routine LFDDH can be
called to compute the determinant of the coefficient matrix after LFCDH has performed the
factorization.

The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

Comments

Informational errors

Type Code
3 4 The input matrix is not Hermitian. It has a diagonal entry with a small
imaginary part.
4 2 The input matrix is not positive definite.
4 4 The input matrix is not Hermitian. It has a diagonal entry with an imaginary
part.

ScaLAPACK Usage Notes
The arguments which differ from the standard version of this routine are:

A0 — Complex MXLDA by MxCOL local matrix containing the local portions of the
distributed matrix A. A contains the Hermitian positive definite matrix to be factored.
(Input)

Only the upper triangle of A is referenced.

FACTO — Complex MXLDA by MxCOL local matrix containing the local portions of the
distributed matrix FACT. FACT contains the upper triangular matrix R of the
factorization of A in the upper triangle. (Output)

Only the upper triangle of FACT will be used. If & is not needed, A and FACT can share
the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

The inverse of a 5 x 5 matrix is computed. LFTDH is called to factor the matrix and to check for
nonpositive definiteness. LFSDH is called to determine the columns of the inverse.

USE LFTDH INT
USE LFSDH INT
USE WRCRN_INT
! Declare variables

INTEGER LDA, LDFACT, N
PARAMETER  (LDA=5, LDFACT=5, N=5)
COMPLEX A(LDA,LDA), AINV(LDA,LDA), FACT(LDFACT,LDFACT), RJ(N)
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Set values for A

!
!

! A = ( 2.0+0.01i -1.0+1.01 0.0+0.01 0.0+0.01 0.0+40.01 )
! ( 4.0+0.01 1.0+2.01 0.0+0.01 0.0+0.01 )
! ( 10.0+0.01 0.0+4.01 0.0+40.01 )
! ( 6.0+0.01 1.0+1.01 )
! ( 9.0+0.01 )
!

DATA A /(2.0,0.0), 4*(0.0,0.0), (-1.0,1.0), (4.0,0.0),%&
4*(0.0,0.0), (1.0,2.0), (10.0,0.0), 4*(0.0,0.0),¢&
(0.0,4.0), (6.0,0.0), 4*(0.0,0.0), (1.0,1.0), (9.0,0.0)/
! Factor the matrix A
CALL LFTDH (A, FACT)
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = (0.0E0,0.0E0)
DO 10 J=1, N

RJ(J) = (1.0E0,0.0E0)
! RJ is the J-th column of the identity
! matrix so the following LFSDH
! reference places the J-th column of
! the inverse of A in the J-th column
! of AINV
CALL LFSDH (FACT, RJ, AINV(:,J))
RJ(J) = (0.0EO0,0.0EQ)

10 CONTINUE
! Print the results

CALL WRCRN (’"AINV’, AINV, ITRING=1)

END
Output
AINV
1 2 3 4
1 ( 0.7166, 0.0000) ( 0.2166,-0.2166) (-0.0899,-0.0300) (-0.0207, 0.0622)
2 ( 0.4332, 0.0000) (-0.0599,-0.1198) (-0.0829, 0.0415)
3 ( 0.1797, 0.0000) ( 0.0000,-0.1244)
4 ( 0.2592, 0.0000)
5
1 (0.0092,-0.0046)
2 (0.0138, 0.0046)
3 (-0.0138, 0.0138)
4 (-0.0288,-0.0288)
5 (0.1175, 0.0000)

ScaLAPACK Example

The inverse of the same 5 x 5 Hermitian positive definite matrix in the preceding example is

computed as a distributed computing example. LETDH is called to factor the matrix and to check
for nonpositive definiteness. LFSDH (page 192) is called to determine the columns of the inverse.
SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter 11, “Utilities”)
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used to

map and unmap arrays to and from the processor grid. They are used here for brevity.

DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local arrays.

USE
USE
USE
USE
USE
IMP
INC

INT
INT

MPI SETUP INT

LFTDH INT

LFSDH_INT

WRCRN_INT

SCALAPACK_SUPPORT

LICIT NONE

LUDE ‘mpif.h’

Declare variables

EGER J, LDA, N, DESCA(9), DESCX(9)
EGER INFO, MXCOL, MXLDA

COMPLEX, ALLOCATABLE :: A(:,:), AINV(:,:), RJ(:), RJO(:)
COMPLEX, ALLOCATABLE :: AO(:,:), FACTO(:,:), XO(:)
PARAMETER (LDA=5, N=5)

Set up for MPI

MP NPROCS = MP SETUP ()

IF(

A(l
A(2
A(3
A(4
A (5
END

CAL

CAL

CAL
CAL

ALL

CAL

CAL

RJ
DO

MP RANK .EQ. 0) THEN
ALLOCATE (A (LDA,N), AINV(LDA,N))
Set values for A and B

,:) = (/(2.0, 0.0), (1.0, 1.0),¢( 0.0, 0.0), (0.0, 0.0), (0.0, 0.0)/)
,:) = (/(0.0, 0.0),( 4.0, 0.0),( 1.0, 2.0),(0.0, 0.0), (0.0, 0.0)/)
,:) = (/(0.0, 0.0),( 0.0, 0.0),(10.0, 0.0), (0.0, 4.0), (0.0, 0.0)/)
,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0),(6.0, 0.0), (1.0, 1.0)/)
,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0), (0.0, 0.0), (9.0, 0.0)/)
IF
Set up a 1D processor grid and define
its context ID, MP_ICTXT
L SCALAPACK SETUP(N, N, .TRUE., .TRUE.)

Get the array descriptor entities MXLDA,
and MXCOL
L SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
Set up the array descriptors
L DESCINIT(DESCA, N, N, MP MB, MP NB, 0, 0, MP_ICTXT, MXLDA, INFO)
L DESCINIT (DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
Allocate space for the local arrays
OCATE (A0 (MXLDA,MXCOL), X0 (MXLDA),FACTO (MXLDA,MXCOL), RJ(N), &
RJO (MXLDA) )
Map input arrays to the processor grid
L SCALAPACK MAP (A, DESCA, A0Q)
Factor the matrix A
L LFTDH (AO, FACTO)
Set up the columns of the identity
matrix one at a time in RJ
= (0.0E0, 0.0EO0)
10 J=1, N
RJ(J) = (1.0E0,0.0EOQ)
CALL SCALAPACK MAP(RJ, DESCX, RJO)
RJ is the J-th column of the identity
matrix so the following LFIDH
reference solves for the J-th column of
the inverse of A
CALL LFSDH (FACTO, RJO, XO0)
Unmap the results from the distributed
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! array back to a non-distributed array
CALL SCALAPACK_UNMAP(XO, DESCX, AINV(:,d))
RJ(J) = (0.0E0,0.0EQ)
10 CONTINUE
! Print the results.
! After the unmap, only Rank=0 has the full
! array.
IF(MP_RANK .EQ. 0) CALL WRCRN (’AINV’, AINV)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, AINV)
DEALLOCATE (A0, FACTO, RJ, RJO, XO0)
! Exit ScalAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)

END
Output
AINV
1 2 3 4
1 ( 0.7166, 0.0000) ( 0.2166,-0.2166) (-0.0899,-0.0300) (-0.0207, 0.0622)
2 (0.2166, 0.2166) ( 0.4332, 0.0000) (-0.0599,-0.1198) (-0.0829, 0.0415)
3 (-0.0899, 0.0300) (-0.0599, 0.1198) ( 0.1797, 0.0000) ( 0.0000,-0.1244)
4 (-0.0207,-0.0622) (-0.0829,-0.0415) ( 0.0000, 0.1244) ( 0.2592, 0.0000)
5 ( 0.0092, 0.0046) ( 0.0138,-0.0046) (-0.0138,-0.0138) (-0.0288, 0.0288)
5
1 (0.0092,-0.0046)
2 (0.0138, 0.0046)
3 (-0.0138, 0.0138)
6 (-0.0288,-0.0288)
7 (0.1175, 0.0000)

Solves a complex Hermitian positive definite system of linear equations given the R'R

factorization of the coefficient matrix.

Required Arguments

FACT — Complex N by N matrix containing the factorization of the coefficient matrix a as
output from routine LFCDH/DLFCDH or LETDH/DLFTDH. (Input)

B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.
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Optional Arguments
N — Number of equations. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFSDH (FACT,B,X [,..])

Specific: ~ The specific interface names are S LFSDH and D_LFSDH.

FORTRAN 77 Interface

Single: CALL LFSDH (N, FACT, LDFACT, B, X)

Double: The double precision name is DLFSDH.

ScaLAPACK Interface

Generic: CALL LFSDH (FACTO, B0, X0 [,..])
Specific: The specific interface names are S LFSDH and D LFSDH.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

This routine computes the solution for a system of linear algebraic equations having a complex
Hermitian positive definite coefficient matrix. To compute the solution, the coefficient matrix
must first undergo an R R factorization. This may be done by calling either LFCDH or LETDH. R is
an upper triangular matrix.

The solution to Ax = b is found by solving the triangular systems RY y=band Rx =y.

LFSDH and LFIDH both solve a linear system given its R" R factorization. LFTIDH generally takes
more time and produces a more accurate answer than LESDH. Each iteration of the iterative
refinement algorithm used by LFIDH calls LFSDH.

The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see

“Using ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this
manual.
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Comments
Informational error

Type Code
4 1 The input matrix is singular.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

FACTO — wMXLDA by MxXCOL complex local matrix containing the local portions of the
distributed matrix FACT as output from routine LECDH/DLFCDH or LETDH/DLFTDH.
FACT contains the factorization of the matrix A. (Input)

B0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector B. B contains the right-hand side of the linear system. (Input)

X0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector X. X contains the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXLDA and MXCOL can be obtained through a call
to SCALAPACK_GETDIM (see Ultilities) after a call to scarapack SeETup (Ultilities) has been
made. See the ScaLAPACK Example below.

Example

A set of linear systems is solved successively. LETDH is called to factor the coefficient matrix.
LFSDH is called to compute the four solutions for the four right-hand sides. In this case, the
coefficient matrix is assumed to be well-conditioned and correctly scaled. Otherwise, it would be
better to call LFCDH to perform the factorization, and LFIDH to compute the solutions.

USE LFSDH_INT
USE LFTDH INT
USE WRCRN_INT
! Declare variables
INTEGER LDA, LDFACT, N
PARAMETER (LDA=5, LDFACT=5, N=5)
COMPLEX A(LDA,LDA), B(N,3), FACT(LDFACT,LDFACT), X(N,3)

Set values for A and B

( 5.0-5.01 15.0-10.01 -36.0-17.01 )
( 5.0+4.01 -12.0-56.01i -15.0-24.01 )

!
!

! A = ( 2.0+0.01 -1.0+1.01 0.04+0.01 0.0+0.01 0.0+0.01 )
! ( 4.04+0.01 1.0+2.01 0.0+0.01 0.0+40.01 )
! ( 10.0+0.01 0.0+4.01 0.0+0.01 )
! ( 6.0+0.01 1.0+1.01 )
! ( 9.0+0.01 )
!

! B = ( 3.0+3.01 4.0+0.01 29.0-9.01 )

!

!
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g w N

( 9.0+7.01i -12.0+10.01 -23.0-15.01 )
(-22.0+1.01 3.0-1.01 -23.0-28.01 )

DATA A /(2.0,0.0), 4*(0.0,0.0), (-1.0,1.0), (4.0,0.0),¢&
4*(0.0,0.0), (1.0,2.0), (10.0,0.0), 4*(0.0,0.0),&
(0.0,4.0), (6.0,0.0), 4*(0.0,0.0), (1.0,1.0), (9.0,0.0)/

DATA B /(3.0,3.0), (5.0,-5.0), (5.0,4.0), (9.0,7.0), (-22.0,1.0),&
(4.0,0.0), (15.0,-10.0), (-12.0,-56.0), (-12.0,10.0),&
(3.0,-1.0), (29.0,-9.0), (-36.0,-17.0), (-15.0,-24.0),%&
(-23.0,-15.0), (-23.0,-28.0)/

Factor the matrix A
CALL LFTDH (A, FACT)
Compute the solutions
DO 10 1I=1, 3
CALL LFSDH (FACT, B(:,I), X(:,I))

10 CONTINUE
Print solutions

CALL WRCRN (’X’, X)

END
Output

X
1 2 3

( 1.00, 0.00) ( 3.00, -1.00) ( 11.00, -1.00)
( 1.00, -2.00) ( 2.00, 0.00) ( -7.00, 0.00)
( 2.00, 0.00) ( -1.00, -6.00) ( -2.00, -3.00)
( 2.00, 3.00) ( 2.00, 1.00) ( -2.00, -3.00)
( -3.00, 0.00) ( 0.00, 0.00) ( -2.00, -3.00)

ScaLAPACK Example

The same set of linear systems as in in the preceding example is solved successively as a
distributed computing example. LFTDH is called to factor the matrix. LFSDH is called to compute
the four solutions for the four right-hand sides. In this case, the coefficient matrix is assumed to be
well-conditioned and correctly scaled. Otherwise, it would be better to call LFCDH to perform the
factorization, and LFIDH to compute the solutions.

SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines (see Chapter 11, “Ultilities”)
used to map and unmap arrays to and from the processor grid. They are used here for brevity.
DESCINIT is a ScaLAPACK tools routine which initializes the descriptors for the local arrays.

USE MPI SETUP_INT
USE LFTDH_INT
USE LFSDH INT
USE WRCRN_INT
USE SCALAPACK_ SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
Declare variables
INTEGER J, LDA, N, DESCA(9), DESCX(9)
INTEGER INFO, MXCOL, MXLDA
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COMPLEX, ALLOCATABLE :: A(:,:), B(:,:), BO(:), X(:,2)
COMPLEX, ALLOCATABLE :: AO(:,:), FACTO(:,:), XO0(:)
PARAMETER (LDA=5, N=5)
! Set up for MPI
MP NPROCS = MP_SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(LDA,3), X(LDA,3)

)
! Set values for A and B
A(l,:) = (/(2.0, 0.0),(-1.0, 1.0),( 0.0, 0.0),(0.0, 0.0), (0.0, 0.0)/)
A(2,:) = (/(0.0, 0.0),( 4.0, 0.0),( 1.0, 2.0),(0.0, 0.0), (0.0, 0.0)/)
A(3,:) = (/(0.0, 0.0),( 0.0, 0.0),(10.0, 0.0), (0.0, 4.0), (0.0, 0.0)/)
A(4,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0),(6.0, 0.0), (1.0, 1.0)/)
A(5,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0),(0.0, 0.0), (9.0, 0.0)/)
|
B(l,:) = (/(3.0, 3.0), ( 4.0, 0.0), ( 29.0, -9.0)/)
B(2,:) = (/(5.0, -5.0), ( 15.0,-10.0), (-36.0,-17.0)/)
B(3,:) = (/(5.0, 4.0), (-12.0,-56.0), (-15.0,-24.0)/)
B(4,:) = (/(9.0, 7.0), (-12.0, 10.0), (-23.0,-15.0)/)
B(5,:) = (/(-22.0,1.0), ( 3.0, -1.0), (-23.0,-28.0)/)
ENDIF

! Set up a 1D processor grid and define
! its context ID, MP_ ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL) , X0 (MXLDA),FACTO (MXLDA,MXCOL), &
BO (MXLDA) )
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, A0)
! Factor the matrix A
CALL LFTDH (AO, FACTO)
! Compute the solutions
Do 10 J=1, 3
CALL SCALAPACK MAP(B(:,J), DESCX, BO)
CALL LFSDH (FACTO, B0, XO0)
! Unmap the results from the distributed
! array back to a non-distributed array
CALL SCALAPACK UNMAP (X0, DESCX, X(:,J))
10 CONTINUE
! Print the results.
! After the unmap, only Rank=0 has the full
! array.
IF(MP_RANK .EQ. 0) CALL WRCRN ('X’, X)
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, FACTO, XO)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_ SETUP (‘FINAL’)
END
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Output

X

1
1 ( 1.00, 0.00) ( 3.00,
2 ( 1.00, -2.00) ( 2.00,
3 ( 2.00, 0.00) (-1.00,
4 ( 2.00, 3.00) ( 2.00,
5 (-3.00, 0.00) ( 0.00,

-1.
0.
-6.
1.
0.

00)
00)
00)
00)
00)

11.
=-7.
-2.
-2.
.00,

00,
00,
00,
00,

-1.

-3.
-3.

LFIDH

EMPI

Uses iterative refinement to improve the solution of a complex Hermitian positive definite system

of linear equations.

Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the linear system. (Input)
Only the upper triangle of A is referenced.

FACT — Complex N by N matrix containing the factorization of the coefficient matrix a as

output from routine LFCDH/DLFCDH or LETDH/DLFTDH. (Input)
Only the upper triangle of FACT is used.

B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution. (Output)

RES — Complex vector of length N containing the residual vector at the improved solution.

(Output)

Optional Arguments

N — Number of equations. (Input)

Default: n = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)

Default: LDA = size (2,

1.

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)

Default: LDFACT = size (FACT,1).
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FORTRAN 90 Interface

Generic: CALL LFIDH (A, FACT,B,X,RES [,..])

Specific: ~ The specific interface names are S LFIDH and D LFIDH.

FORTRAN 77 Interface

Single: CALL LFIDH (N, A, LDA, FACT, LDFACT, B, X, RES)

Double: The double precision name is DLFIDH.

ScaLAPACK Interface

Generic: CALL LFIDH (A0, FACTO, BO, X0, RESO [,..])
Specific: The specific interface names are S LFIDH and D LFIDH.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.

Description

Routine LFIDH computes the solution of a system of linear algebraic equations having a complex
Hermitian positive definite coefficient matrix. Iterative refinement is performed on the solution
vector to improve the accuracy. Usually almost all of the digits in the solution are accurate, even if
the matrix is somewhat ill-conditioned.

To compute the solution, the coefficient matrix must first undergo an R R factorization. This may
be done by calling either LFCDH or LETDH.

Iterative refinement fails only if the matrix is very ill-conditioned.

LFIDH and LFSDH both solve a linear system given its R" R factorization. LFIDH generally takes
more time and produces a more accurate answer than LESDH. Each iteration of the iterative
refinement algorithm used by LFIDH calls LFSDH.
Comments

Informational error

Type Code
3 3 The input matrix is too ill-conditioned for iterative refinement to be
effective.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:
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A0 — MXLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix A. A contains the coefficient matrix of the linear system. (Input)
Only the upper triangle of A is referenced.

FACTO — MxLDA by MXCOL complex local matrix containing the local portions of the
distributed matrix FACT as output from routine LECDH or LETDH. FACT contains the
factorization of the matrix A. (Input)

Only the upper triangle of FACT is referenced.

B0 — Complex local vector of length MXLDA containing the local portions of the distributed
vector B. B contains the right-hand side of the linear system. (Input)

X0 — Complex local vector of length MXL.DA containing the local portions of the distributed
vector X. X contains the solution to the linear system. (Output)

RESO — Complex local vector of length MxLDA containing the local portions of the
distributed vector RES. RES contains the residual vector at the improved solution to the
linear system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MxLDA and MXCOL can be obtained through a call to
SCALAPACK GETDIM (Chapter 11, “Utilities”) after a call to SCALAPACK SETUP

(Chapter 11, “Utilities”) has been made. See the ScaLAPACK Example below.

Example

A set of linear systems is solved successively. The right-hand-side vector is perturbed by adding
(1 +9)/2 to the second element after each call to LFIDH.

USE LFIDH INT
USE LFCDH_INT
USE UMACH_ INT
USE WRCRN_INT
! Declare variables

INTEGER LDA, LDFACT, N

PARAMETER  (LDA=5, LDFACT=5, N=5)

REAL RCOND

COMPLEX A(LDA,LDA), B(N), FACT(LDFACT,LDFACT), RES(N,3), X(N,3)
!
! Set values for A and B
!
! A = ( 2.0+0.0i -1.0+1.0i 0.0+0.01 0.0+0.01 0.0+0.01 )
! ( 4.0+40.01 1.0+2.01 0.0+0.01 0.0+0.01 )
! ( 10.0+0.01 0.0+4.01 0.0+0.01 )
! ( 6.0+0.01 1.0+1.01 )
! ( 9.0+0.041 )
!
! B = ( 3.0+43.01i 5.0-5.01 5.0+4.01 9.0+7.0i =-22.0+1.0i )
!

DATA A /(2.0,0.0), 4*(0.0,0.0), (-1.0,1.0), (4.0,0.0),¢&
4*(0.0,0.0), (1.0,2.0), (10.0,0.0), 4*(0.0,0.0),&
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(0.0,4.0), (6.0,0.0), 4*(0.0,0.0), (1.0,1.0), (9.0,0.0)/
DATA B /(3.0,3.0), (5.0,-5.0), (5.0,4.0), (9.0,7.0), (-22.0,1.0)/
! Factor the matrix A
CALL LFCDH (A, FACT, RCOND)
! Print the estimated condition number
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0E0/RCOND
! Compute the solutions, then perturb B
DO 10 1I=1, 3
CALL LFIDH (A, FACT, B, X(:,I), RES(:,I))
B(2) = B(2) + (0.5E0,0.5E0)
10 CONTINUE
! Print solutions and residuals
CALL WRCRN ('X’, X)
CALL WRCRN (’RES’, RES)
|
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < 0.07
L1 Condition number < 25.0

X
1 2 3
1 (1.000, 0.000) (1.217, 0.000) (1.433, 0.000)
2 (1.000,-2.000) (1.217,-1.783) (1.433,-1.567)
3 (2.000, 0.000) (1.910, 0.030) (1.820, 0.060)
4 (2.000, 3.000) (1.979, 2.938) (1.959, 2.876)
5 (-3.000, 0.000) (-2.991, 0.005) (-2.982, 0.009)
RES
1 2 3
1 ( 1.192E-07, 0.000E+00) ( 6.592E-08, 1.686E-07) ( 1.318E-07, 2.010E-14)
2 ( 1.192E-07,-2.384E-07) (-5.329E-08,-5.329E-08) (1.318E-07,-2.258E-07)
3 ( 2.384E-07, 8.259E-08) ( 2.390E-07,-3.309E-08) ( 2.395E-07, 1.015E-07)
4 (-2.384E-07, 2.814E-14) (-8.240E-08,-8.790E-09) (-1.648E-07,-1.758E-08)
5 (-2.384E-07,-1.401E-08) (-2.813E-07, 6.981E-09) (-3.241E-07,-2.795E-08)

ScaLAPACK Example

As in the preceding example, a set of linear systems is solved successively as a distributed
computing example. The right-hand-side vector is perturbed by adding (1 + 7)/2 to the second
element after each call to LFIDH. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility
routines (see Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor
grid. They are used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes
the descriptors for the local arrays.

USE MPI_SETUP INT
USE LFCDH_INT
USE LFIDH INT
USE UMACH_INT
USE WRCRN_INT
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USE SCALAPACK SUPPORT
IMPLICIT NONE
INCLUDE ‘mpif.h’
! Declare variables

INTEGER J, LDA, N, NOUT, DESCA(9), DESCX(9)

INTEGER INFO, MXCOL, MXLDA

REAL RCOND

COMPLEX, ALLOCATABLE :: A(:,:), B(:), BO(:), RES(:,:), X(:,:)
COMPLEX, ALLOCATABLE :: AO(:,:), FACTO(:,:), X0(:), RESO(:)
PARAMETER (LDA=5, N=5)

! Set up for MPI
MP NPROCS = MP_ SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), RES(N,3), X(N,3))
! Set values for A and B

A(l,:) = (/(2.0, 0.0),(-1.0, 1.0),( 0.0, 0.0), (0.0, 0.0),(0.0, 0.0)/)
A(2,:) = (/(0.0, 0.0),( 4.0, 0.0),( 1.0, 2.0),(0.0, 0.0),(0.0, 0.0)/)
A(3,:) = (/(0.0, 0.0),( 0.0, 0.0),(10.0, 0.0),(0.0, 4.0),(0.0, 0.0)/)
A(4,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0),(6.0, 0.0),(1.0, 1.0)/)
A(5,:) = (/(0.0, 0.0),( 0.0, 0.0),( 0.0, 0.0),(0.0, 0.0),(9.0, 0.0)/)

w

= (/(3.0, 3.0),( 5.0,-5.0),( 5.0, 4.0),(9.0, 7.0),(-22.0,1.0)/)
ENDIF
! Set up a 1D processor grid and define
! its context ID, MP_ICTXT
CALL SCALAPACK SETUP(N, N, .TRUE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL
CALL SCALAPACK GETDIM(N, N, MP MB, MP NB, MXLDA, MXCOL)
! Set up the array descriptors
CALL DESCINIT (DESCA, N, N, MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCX, N, 1, MP MB, 1, 0, 0, MP ICTXT, MXLDA, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA, MXCOL), XO (MXLDA),FACTO (MXLDA,MXCOL), &
BO (MXLDA), RESO (MXLDA))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
! Factor the matrix A
CALL LFCDH (AQ, FACTO, RCOND)
i Print the estimated condition number
IF(MP_RANK .EQ. 0) THEN
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0EO0/RCOND
ENDIF
! Compute the solutions
DO 10 J=1, 3
CALL SCALAPACK_MAP(B, DESCX, BO0)
CALL LFIDH (AO, FACTO, BO, X0, RESO)
! Unmap the results from the distributed
! array back to a non-distributed array
CALL SCALAPACK UNMAP (X0, DESCX, X(:,J))
CALL SCALAPACK UNMAP (RESO, DESCX, RES(:,J))
IF (MP_RANK .EQ. 0) B(2) = B(2) + (0.5E0, 0.5E0)
10 CONTINUE
! Print the results.
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After the unmap,
array.
IF(MP_RANK .EQ. 0) THEN
CALL WRCRN (’'X’, X)

CALL WRCRN ('RES’, RES)
ENDIF
IF (MP_RANK .EQ. 0) DEALLOCATE (A, B, RES, X)
DEALLOCATE (A0, BO, FACTO, RESO, XO0)

Exit ScalLAPACK usage
CALL SCALAPACK_EXIT(MP_ICTXT)
Shut down MPI

only Rank=0 has the full

MP_NPROCS = MP_SETUP(‘FINAL’)
99999 FORMAT (' RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END
Output
RCOND < 0.07
Ll Condition number < 25.0
X

1 2 3
1 (1.000, 0.000) (1.217, 0.000) (1.433, 0.000)
2 (1.000,-2.000) (1.217,-1.783) (1.433,-1.567)
3 (2.000, 0.000) (1.910, 0.030) (1.820, 0.060)
4 ( 2.000, 3.000) (1.979, 2.938) ( 1.959, 2.876)
5 (-3.000, 0.000) (-2.991, 0.005) (-2.982, 0.009)

RES
1 2 3

1 ( 1.192E-07, 0.000E+00) ( 6.592E-08, 1.686E-07) ( 1.318E-07, 2.010E-14)
2 ( 1.192E-07,-2.384E-07) (-5.329E-08,-5.329E-08) ( 1.318E-07,-2.258E-07)
3 ( 2.384E-07, 8.259E-08) ( 2.390E-07,-3.309E-08) ( 2.395E-07, 1.015E-07)
4 (-2.384E-07, 2.814E-14) (-8.240E-08,-8.790E-09) (-1.0648E-07,-1.758E-08)
5 (-2.384E-07,-1.401E-08) (-2.813E-07, 6.981E-09) (-3.241E-07,-2.795E-08)

LFDDH

Computes the determinant of a complex Hermitian positive definite matrix given the R'R

Cholesky factorization of the matrix.

Required Arguments

FACT — Complex N by N matrix containing the R"R factorization of the coefficient matrix A

as output from routine LFCDH/DLFCDH or LETDH/DLEFTDH. (Input)

DET1 — Scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that 1.0 <|pET1| < 10.0 or DET1 = 0.0.

DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form det(4) = DET1 * 10PET2,
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Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFDDH (FACT, DET1,DET2 [,..])

Specific: ~ The specific interface names are S LFDDH and D_LFDDH.

FORTRAN 77 Interface

Single: CALL LFDDH (N, FACT, LDFACT, DET1, DET2)
Double: The double precision name is DLEDDH.
Description

Routine LEDDH computes the determinant of a complex Hermitian positive definite coefficient
matrix. To compute the determinant, the coefficient matrix must first undergo an R"R
factorization. This may be done by calling either LFCcDH or LETDH. The formula det 4 = det R" det
R = (det R)” is used to compute the determinant. Since the determinant of a triangular matrix is the
product of the diagonal elements,

detR = Hil R,

(The matrix R is stored in the upper triangle of FACT.)

LFDDH is based on the LINPACK routine CPODT; see Dongarra et al. (1979).

Example

The determinant is computed for a complex Hermitian positive definite 3 x 3 matrix.

USE LFDDH INT
USE LFTDH INT
USE UMACH_ INT
! Declare variables

INTEGER LDA, LDFACT, NOUT
PARAMETER (LDA=3, LDFACT=3)
REAL DET1, DET2

COMPLEX A (LDA,LDA), FACT (LDFACT,LDFACT)

! Set values for A
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A = ( 6.0+0.01 1.0-1.01 4.040.01 )
( 1.0+1.01 7.0+0.01 -5.0+41.01 )
( 4.0+0.01i -5.0-1.01i 11.0+40.01 )

DATA A /(6.0,0.0), (1.0,1.0), (4.0,0.0), (1.0,-1.0), (7.0,0.0),s&
(-5.0,-1.0), (4.0,0.0), (-5.0,1.0), (11.0,0.0)/
Factor the matrix
CALL LFTDH (A, FACT)
Compute the determinant
CALL LFDDH (FACT, DET1, DETZ2)
Print results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) DET1, DET2

99999 FORMAT (' The determinant of A is ’,F6.3,’ * 10**’,F2.0)

END

Output

The determinant of A is 1.400 * 10**2.

LSAHF

Solves a complex Hermitian system of linear equations with iterative refinement.

Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the Hermitian linear system.
(Input)

Only the upper triangle of A is referenced.

B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: L.DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSAHF (A, B, X [,..])

Specific: The specific interface names are S_LSAHF and D_LSAHF.
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FORTRAN 77 Interface

Single: CALL LSAHF (N, A, LDA, B, X)
Double: The double precision name is DLSAHF.
Description

Routine LSAHF solves systems of linear algebraic equations having a complex Hermitian
indefinite coefficient matrix. It first uses the routine LFCHF to compute a U DU factorization of
the coefficient matrix and to estimate the condition number of the matrix. D is a block diagonal
matrix with blocks of order 1 or 2 and U is a matrix composed of the product of a permutation
matrix and a unit upper triangular matrix. The solution of the linear system is then found using the
iterative refinement routine LEIHF.

LSAHF fails if a block in D is singular or if the iterative refinement algorithm fails to converge.
These errors occur only if 4 is singular or very close to a singular matrix.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in 4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system. LSAHF solves the
problem that is represented in the computer; however, this problem may differ from the problem
whose solution is desired.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2AHF/DL2AHF. The
reference is:

CALL L2AHF (N, A, LDA, B, X, FACT, IPVT, CWK)

The additional arguments are as follows:

FACT — Complex work vector of length N” containing information about the U puU”
factorization of A on output.

IPVT — Integer work vector of length N containing the pivoting information for the
factorization of A on output.

CWK — Complex work vector of length N.

2. Informational errors
Type Code

3 1 The input matrix is algorithmically singular.

3 4 The input matrix is not Hermitian. It has a diagonal entry with a
small imaginary part.

4 2 The input matrix singular.

4 4 The input matrix is not Hermitian. It has a diagonal entry with an
imaginary part.
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3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2AHF the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values TVAL(3) and TVAL(4) are
temporarily replaced by TvAL(1) and TVAL(2), respectively, in LSAHF.
Additional memory allocation for FACT and option value restoration are done
automatically in LSAHF. Users directly calling L2AHF can allocate additional
space for FACT and set IVAL(3) and IVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSAHF or L2AHF. Default values for the option are
vaL(*)=1, 16,0, 1.

17 This option has two values that determine if the L, condition number is to be computed.
Routine L.SAHF temporarily replaces TVAL(2) by IVAL(1). The routine L2CHF
computes the condition number if TVAL(2) = 2. Otherwise L2CHF skips this
computation. LSAHF restores the option. Default values for the option are
IvaL(*) =1, 2.

Example

A system of three linear equations is solved. The coefficient matrix has complex Hermitian form
and the right-hand-side vector b has three elements.

USE LSAHFilNT
USE WRCRN_INT
Declare variables

INTEGER LDA, N
PARAMETER (LDA=3, N=3)
COMPLEX A(LDA,LDA), B(N), X(N)

Set values for A and B

A = ( 3.0+0.01 1.0-1.01 4.040.01 )
(1.0+1.01 2.0+0.0i -5.0+1.01i )
( 4.0+0.01i -5.0-1.01 =-2.0+40.01 )

B = (7.0432.01 -39.0-21.01 51.0+9.01 )
DATA A/ (3.0,0.0), (1.0,1.0), (4.0,0.0), (1.0,-1.0), (2.0,0.0),&
(-5.0,-1.0), (4.0,0.0), (-5.0,1.0), (-2.0,0.0)/
DATA B/(7.0,32.0), (-39.0,-21.0), (51.0,9.0)/

CALL LSAHF (A, B, X)

Print results
CALL WRCRN (’X’, X, 1, N, 1)
END

Output
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X
1 2 3
( 2.00, 1.00) (-10.00, -1.00) ( 3.00, 5.00)

LSLHF

Solves a complex Hermitian system of linear equations without iterative refinement.

Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the Hermitian linear system.
(Input)
Only the upper triangle of A is referenced.

B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: L.DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSLHF (A,B,X [,..])

Specific: The specific interface names are S_LSLHF and D_LSLHF.

FORTRAN 77 Interface

Single: CALL LSLHF (N, A, LDA, B, X)
Double: The double precision name is DLSLHF.
Description

Routine LSLHF solves systems of linear algebraic equations having a complex Hermitian
indefinite coefficient matrix. It first uses the routine LFCHF to compute a UDU" factorization of
the coefficient matrix. D is a block diagonal matrix with blocks of order 1 or 2 and U is a matrix
composed of the product of a permutation matrix and a unit upper triangular matrix.
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The solution of the linear system is then found using the routine LFSHF. LSLHF fails if a block in
D is singular. This occurs only if 4 is singular or very close to a singular matrix. If the coefficient
matrix is ill-conditioned or poorly scaled, it is recommended that LSAHF be used.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2LHF/DL2LHF. The
reference is:

CALL L2LHF (N, A, LDA, B, X, FACT, IPVT, CWK)

The additional arguments are as follows:

FACT — Complex work vector of length N” containing information about the upU"?
factorization of A on output.

IPVT — Integer work vector of length N containing the pivoting information for the
factorization of A on output.

CWK — Complex work vector of length N.

2. Informational errors
Type Code

3 1 The input matrix is algorithmically singular.

3 4 The input matrix is not Hermitian. It has a diagonal entry with a
small imaginary part.

4 2 The input matrix singular.

4 4  The input matrix is not Hermitian. It has a diagonal entry with an
imaginary part.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2LHF the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of T1vAL(4). The values TVAL(3) and TVAL(4) are
temporarily replaced by TvAL(1) and TVAL(2), respectively, in LSLHF.
Additional memory allocation for FACT and option value restoration are done
automatically in LSLHF. Users directly calling L2LHF can allocate additional
space for FACT and set IVAL(3) and IVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSLHF or L2LHF. Default values for the option are
vaL(*)=1, 16,0, 1.

17 This option has two values that determine if the L condition number is to be
computed. Routine LSLHF temporarily replaces TVAL(2) by TVAL(1). The
routine L2CHF computes the condition number if TVAL(2) = 2. Otherwise L2CHF
skips this computation. LSLHF restores the option. Default values for the option
are TVAL(*) =1, 2.
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Example

A system of three linear equations is solved. The coefficient matrix has complex Hermitian form

and the right-hand-side vector b has three elements.

USE LSLHF INT
USE WRCRN_ INT
! Declare variables

INTEGER LDA, N

PARAMETER  (LDA=3, N=3)

COMPLEX A(LDA,LDA), B(N), X(N)
|
! Set values for A and B
|
! A = ( 3.0+0.01 1.0-1.01
! (1.0+1.01 2.0+0.01
! ( 4.0+0.01i -5.0-1.01
|
! B = ( 7.0+32.01i -39.0-21.01
|

DATA A/ (3.0,0.0), (1.0,1.0), (4.0,0.0), (1.0,-1.0), ¢(

(-5.0,-1.0), (4.0,0.0), (-5.0,1.0), (-2.0,0.0)/

DATA B/ (7.0,32.0), (-39.0,-21.0), (51.0,9.0)/
|

CALL LSLHF (A, B, X)
! Print results

CALL WRCRN ('X’, X, 1, N, 1)

END

Output
X
1 2 3

( 2.00, 1.00) (-10.00, -1.00) ( 3.00, 5.00)

4.040.01 )
-5.0+1.01 )
-2.040.01 )

51.049.01 )

LFCHF

Computes the UDU'" factorization of a complex Hermitian matrix and estimate its L, condition

number.

Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the Hermitian linear system.

(Input)
Only the upper triangle of A is referenced.

FACT — Complex N by N matrix containing the information about the factorization of the

Hermitian matrix A. (Output)

Only the upper triangle of FACT is used. If A is not needed, A and FACT can share the

same storage locations.
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IPVT — Vector of length N containing the pivoting information for the factorization.
(Output)

RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of A.

(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: n = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: n.DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFCHF (A, FACT, IPVT, RCOND [,..])

Specific: ~ The specific interface names are S LFCHF and D_LFCHF.

FORTRAN 77 Interface

Single: CALL LFCHF (N, A, LDA, FACT, LDFACT, IPVT, RCOND)
Double: The double precision name is DLFCHF.
Description

Routine LFCHF performs a U DU factorization of a complex Hermitian indefinite coefficient
matrix. It also estimates the condition number of the matrix. The U DU factorization is called the
diagonal pivoting factorization.

The L, condition number of the matrix 4 is defined to be k(4) = ||| ||4”'||,. Since it is expensive to

compute |4 ||, the condition number is only estimated. The estimation algorithm is the same as
used by LINPACK and is described by Cline et al. (1979).

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in 4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system.

LFCHF fails if 4 is singular or very close to a singular matrix.

The U DU factors are returned in a form that is compatible with routines LFTHF, LESHF and
LFDHF. To solve systems of equations with multiple right-hand-side vectors, use LFCHF followed
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by either LFIHF or LFSHF called once for each right-hand side. The routine LFDHF can be called
to compute the determinant of the coefficient matrix after LFCHF has performed the factorization.

The underlying code is based on either LINPACK or LAPACK code depending upon which

supporting
LAPACK,

libraries are used during linking. For a detailed explanation see “Using ScaLAPACK,
LINPACK, and EISPACK” in the Introduction section of this manual.

Comments

1.

Example

Workspace may be explicitly provided, if desired, by use of L2CHF/DL2CHF. The
reference is:

CALL L2CHF (N, A,LDA, FACT, LDFACT, IPVT, RCOND, CWK)
The additional argument is:

CWK — Complex work vector of length N.

Informational errors

Type Code
3 1 The input matrix is algorithmically singular.
3 4 The input matrix is not Hermitian. It has a diagonal entry with a
small imaginary part.
4 2 The input matrix is singular.
4 4  The input matrix is not Hermitian. It has a diagonal entry with an

imaginary part.

The inverse of a 3 x 3 complex Hermitian matrix is computed. LECHF is called to factor the matrix
and to check for singularity or ill-conditioning. LFIHF is called to determine the columns of the

inverse.

USE LFCHF INT

USE UMACH_ INT

USE LFIHF INT

USE WRCRN_INT
! Declare variables

INTEGER LDA, N

PARAMETER (LDA=3, N=3)

INTEGER IPVT (N), NOUT

REAL RCOND

COMPLEX A (LDA,LDA), AINV(LDA,N), FACT(LDA,LDA), RJ(N), RES(N)
! Set values for A
i
! A = ( 3.0+0.01 1.0-1.01 4.040.01 )
! (1.0+1.01 2.0+0.0i -5.0+1.0i )
! ( 4.0+40.0i -5.0-1.0i -2.0+40.01 )
i

DATA A/(3.0,0.0), (1.0,1.0), (4.0,0.0), (1.0,-1.0), (2.0,0.0),%&

(-5.0,-1.0), (4.0,0.0), (-5.0,1.0), (-2.0,0.0)/
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Set output unit number

CALL UMACH (2, NOUT)

Factor A and return the reciprocal
condition number estimate

CALL LFCHF (A, FACT, IPVT, RCOND)

Print the estimate of the condition
number

WRITE (NOUT, 99999) RCOND, 1.0EO0/RCOND
Set up the columns of the identity
matrix one at a time in RJ
RJ = (0.0E0,0.0EQ0)
DO 10 J=1, N
RJ(J) = (1.0EO0, 0.0EQ)

RJ is the J-th column of the identity
matrix so the following LFIHF
reference places the J-th column of
the inverse of A in the J-th column

of AINV
CALL LFIHF (A, FACT, IPVT, RJ, AINV(:,J), RES)
RJ(J) = (0.0EO0, 0.0EO0)
10 CONTINUE
! Print the inverse
CALL WRCRN (’"AINV’, AINV)
i
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END
Output

RCOND < 0.25
L1l Condition number < 6.0

1
2
3«

AINV
1 2 3
0.2000, 0.0000) ( 0.1200, 0.0400) ( 0.0800,-0.0400)
0.1200,-0.0400) ( 0.1467, 0.0000) (-0.1267,-0.0067)
0.0800, 0.0400) (-0.1267, 0.0067) (-0.0267, 0.0000)

LFTHF

Computes the U DU factorization of a complex Hermitian matrix.

Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the Hermitian linear system.

(Input)
Only the upper triangle of A is referenced.

FACT — Complex N by N matrix containing the information about the factorization of the

Hermitian matrix A. (Output)
Only the upper triangle of FACT is used. If A is not needed, A and FACT can share the
same storage locations.
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IPVT — Vector of length N containing the pivoting information for the factorization.
(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFTHF (A, FACT, IPVT [,..])

Specific: The specific interface names are S_LFTHF and D_LFTHF.

FORTRAN 77 Interface

Single: CALL LFTHF (N, A, LDA, FACT, LDFACT, IPVT)
Double: The double precision name is DLETHF.
Description

Routine LFTHF performs a U DU" factorization of a complex Hermitian indefinite coefficient
matrix. The U DU" factorization is called the diagonal pivoting factorization.

LETHF fails if 4 is singular or very close to a singular matrix.

The U DU" factors are returned in a form that is compatible with routines LFIHF, LFSHF and

LFDHF. To solve systems of equations with multiple right-hand-side vectors, use LETHF followed
by either LEIHF or LFSHF called once for each right-hand side. The routine LFDHF can be called
to compute the determinant of the coefficient matrix after LETHF has performed the factorization.

The underlying code is based on either LINPACK or LAPACK code depending upon which
supporting libraries are used during linking. For a detailed explanation see “Using ScaLAPACK,
LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.
Comments

Informational errors

Type Code
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3 4 The input matrix is not Hermitian. It has a diagonal entry with a small
imaginary part.

4 2 The input matrix is singular.
4 4 The input matrix is not Hermitian. It has a diagonal entry with an imaginary
part.
Example

The inverse of a 3 x 3 matrix is computed. LETHF is called to factor the matrix and check for
singularity. LFSHF is called to determine the columns of the inverse.

USE LFTHF INT
USE LFSHFilNT
USE WRCRN_INT
! Declare variables

INTEGER LDA, N
PARAMETER (LDA=3, N=3)
INTEGER IPVT (N)

COMPLEX A (LDA,LDA), AINV(LDA,N), FACT(LDA,LDA), RJ(N)
Set values for A
3.040.01 1.0-1.01 4.0+0.01 )

(1.0+1.01 2.0+0.01i -5.0+1.01 )
( 4.0+0.01i -5.0-1.01i -2.0+40.01 )

pd
I

DATA A/(3.0,0.0), (1.0,1.0), (4.0,0.0), (1.0,-1.0), (2.0,0.0),%&
(-5.0,-1.0), (4.0,0.0), (-5.0,1.0), (-2.0,0.0)/

! Factor A

CALL LFTHF (A, FACT, IPVT)
! Set up the columns of the identity
! matrix one at a time in RJ

RJ = (0.0E0,0.0EQ)

DO 10 J=1, N

RJ(J) = (1.0EO0, 0.0EQ)
! RJ is the J-th column of the identity
! matrix so the following LFSHF
! reference places the J-th column of
! the inverse of A in the J-th column
! of AINV
CALL LFSHF (FACT, IPVT, RJ, AINV(:,J))
RJ(J) = (0.0EO, 0.0EQ)

10 CONTINUE
! Print the inverse
CALL WRCRN (’AINV’, AINV)
END

Output

AINV
1 2 3
1 ( 0.2000, 0.0000) (0.1200, 0.0400) ( 0.0800,-0.0400)
) )
) )

[\

( 0.1200,-0.0400 ( 0.1467, 0.0000) (-0.1267,-0.0067
3 (0.0800, 0.0400 (-0.1267, 0.0067) (-0.0267, 0.0000
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LFSHF

Solves a complex Hermitian system of linear equations given the U DU factorization of the
coefficient matrix.

Required Arguments

FACT — Complex N by N matrix containing the factorization of the coefficient matrix a as
output from routine LFCHF/DLFCHF or LFTHF/DLFTHF. (Input)
Only the upper triangle of FACT is used.

IPVT — Vector of length N containing the pivoting information for the factorization of A as
output from routine LFCHF/DLFCHF or LETHF/DLFTHF. (Input)

B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and x can share the same storage locations.

Optional Arguments

N — Number of equations. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFSHF (FACT, IPVT,B,X [,..])

Specific: ~ The specific interface names are S LFSHF and D_LFSHF.

FORTRAN 77 Interface

Single: CALL LFSHF (N, FACT, LDFACT, IPVT, B, X)
Double: The double precision name is DLFSHF.
Description

Routine LFSHF computes the solution of a system of linear algebraic equations having a complex
Hermitian indefinite coefficient matrix.

To compute the solution, the coefficient matrix must first undergo a U DU" factorization. This
may be done by calling either LFCHF or LFTHF.
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LFSHF and LFIHF both solve a linear system given its U DU" factorization. LETHF generally takes
more time and produces a more accurate answer than LESHF. Each iteration of the iterative
refinement algorithm used by LFIHF calls LFSHF.

The underlying code is based on either LINPACK or LAPACK code depending upon which
supporting libraries are used during linking. For a detailed explanation see “Using ScaLAPACK,
LAPACK, LINPACK, and EISPACK?” in the Introduction section of this manual.

Example

A set of linear systems is solved successively. LETHF is called to factor the coefficient matrix.
LFSHF is called to compute the three solutions for the three right-hand sides. In this case the
coefficient matrix is assumed to be well-conditioned and correctly scaled. Otherwise, it would be
better to call LFCHF to perform the factorization, and LFIHF to compute the solutions.

USE LFSHF_INT
USE WRCRN_INT
USE LFTHE INT
! Declare variables

INTEGER LDA, N

PARAMETER (LDA=3, N=3)

INTEGER IPVT (N), I

COMPLEX A(LDA,LDA), B(N,3), X(N,3), FACT(LDA,LDA)

Set values for A and B

A = ( 3.0+0.01 1.0-1.01 4.040.01 )
(1.0+1.01 2.0+0.0i -5.0+1.01i )
( 4.0+0.01i -5.0-1.01 =-2.0+40.01 )

B=( 7.0+32.01i -6.0+11.01 -2.0-17.01 )
(-39.0-21.01 -5.5-22.51 4.0+10.01 )
( 51.0+ 9.01 16.0+17.0i -2.0+12.01 )

DATA A/(3.0,0.0), (1.0,1.0), (4.0,0.0), (1.0,-1.0), (2.0,0.0),¢&
(-5.0,-1.0), (4.0,0.0), (-5.0,1.0), (-2.0,0.0)/

DATA B/(7.0,32.0), (-39.0,-21.0), (51.0,9.0), (-6.0,11.0),&
(-5.5,-22.5), (16.0,17.0), (-2.0,-17.0), (4.0,10.0),&
(-2.0,12.0)/

! Factor A

CALL LFTHF (A, FACT, IPVT)

! Solve for the three right-hand sides

DO 10 1I=1, 3

CALL LFSHF (FACT, IPVT, B(:,I), X(:,I))
10 CONTINUE
! Print results
CALL WRCRN ('X’", X)

END
Output
X
1 2 3
1 ( 2.00, 1.00) ( 1.00, 0.00) ( 0.00, -1.00)
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2 (-10.00, -1.00) ( -3.00, -4.00) ( 0.00, -2.00)
3 ( 3.00, 5.00) ( -0.50, 3.00) ( 0.00, -3.00)

LFIHF

Uses iterative refinement to improve the solution of a complex Hermitian system of linear
equations.
Required Arguments

A — Complex N by N matrix containing the coefficient matrix of the Hermitian linear system.

(Input)
Only the upper triangle of A is referenced.

FACT — Complex N by N matrix containing the factorization of the coefficient matrix A as
output from routine LFCHF/DLFCHF or LETHF/DLFTHF. (Input)
Only the upper triangle of FACT is used.

IPVT — Vector of length N containing the pivoting information for the factorization of A as
output from routine LFCHEF/DLFCHF or LETHF/DLFTHF. (Input)

B — Complex vector of length N containing the right-hand side of the linear system. (Input)
X — Complex vector of length N containing the solution. (Output)

RES — Complex vector of length N containing the residual vector at the improved solution.
(Output)

Optional Arguments
N — Number of equations. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: L.DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFIHF (A, FACT, IPVT,B,X,RES [,..])

Specific: The specific interface names are S LFIHF and D LFIHF.
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FORTRAN 77 Interface

Single: CALL LFIHF (N, A, LDA, FACT, LDFACT, IPVT, B, X, RES)
Double: The double precision name is DLFTHF.
Description

Routine LFIHF computes the solution of a system of linear algebraic equations having a complex
Hermitian indefinite coefficient matrix.

Iterative refinement is performed on the solution vector to improve the accuracy. Usually almost
all of the digits in the solution are accurate, even if the matrix is somewhat ill-conditioned.

To compute the solution, the coefficient matrix must first undergo a U DU" factorization. This
may be done by calling either LFCHF or LFTHF.

Iterative refinement fails only if the matrix is very ill-conditioned.

LFIHF and LFSHF both solve a linear system given its U DU" factorization. LETHF generally takes
more time and produces a more accurate answer than LESHF. Each iteration of the iterative
refinement algorithm used by LFIHF calls LFSHF.

Comments

Informational error

Type Code
3 3 The input matrix is too ill-conditioned for iterative refinement to be
effective.
Example

A set of linear systems is solved successively. The right-hand-side vector is perturbed after solving
the system each of the first two times by adding 0.2 + 0.2i to the second element.

USE LFIHF_INT
USE UMACH_ INT
USE LFCHFilNT
USE WRCRN_INT
Declare variables

INTEGER LDA, N

PARAMETER (LDA=3, N=3)

INTEGER IPVT (N), NOUT

REAL RCOND

COMPLEX A(LDA,LDA), B(N), X(N), FACT(LDA,LDA), RES (N)

Set values for A and B

A = ( 3.0+0.01 1.0-1.01 4.040.01 )
(1.0+1.01 2.040.01 -5.0+1.01 )
(4.0+0.01 -5.0-1.01 -2.0+0.01 )
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! B = (7.0+432.0i -39.0-21.0i 51.049.01i )

DATA A/(3.0,0.0), (1.0,1.0), (4.0,0.0), (1.0,-1.0), (2.0,0.0),¢&
(-5.0,-1.0), (4.0,0.0), (-5.0,1.0), (-2.0,0.0)/
DATA B/(7.0,32.0), (-39.0,-21.0), (51.0,9.0)/
! Set output unit number
CALL UMACH (2, NOUT)
! Factor A and compute the estimate
! of the reciprocal condition number
CALL LFCHF (A, FACT, IPVT, RCOND)
WRITE (NOUT,99998) RCOND, 1.0EO0/RCOND
! Solve, then perturb right-hand side
DO 10 1I=1, 3
CALL LFIHF (A, FACT, IPVT, B, X, RES)
! Print results
WRITE (NOUT,99999) I
CALL WRCRN ('X’, X, 1, N, 1)
CALL WRCRN (’RES’, RES, 1, N, 1)
B(2) = B(2) + (0.2E0, 0.2E0)
10 CONTINUE
|
99998 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
99999 FORMAT (//,’ For problem ', I1)
END

Output

RCOND < 0.25
L1l Condition number < 5.0
For problem 1

X
1 2 3
( 2.00, 1.00) (-10.00, -1.00) ( 3.00, 5.00)
RES
1 2 3
( 2.384E-07,-4.768E-07) ( 0.000E+00,-3.576E-07) (-1.421E-14, 1.421E-14)
For problem 2
X
1 2 3
(2.016, 1.032) (-9.971,-0.971) (2.973, 4.976)
RES
1 2 3
( 2.098E-07,-1.764E-07) ( 6.231E-07,-1.518E-07) (1.272E-07, 4.005E-07)
For problem 3
X
1 2 3
(2.032, 1.064) (-9.941,-0.941) (2.947, 4.952)
RES
1 2 3
( 4.196E-07,-3.529E-07) ( 2.925E-07,-3.632E-07) ( 2.543E-07, 3.242E-07)
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LFDHF

Computes the determinant of a complex Hermitian matrix given the U DU factorization of the
matrix.
Required Arguments

FACT — Complex N by N matrix containing the factorization of the coefficient matrix A as
output from routine LFCHF/DLFCHF or LFTHF/DLFTHF. (Input)
Only the upper triangle of FACT is used.

IPVT — Vector of length N containing the pivoting information for the factorization of 4 as
output from routine LFCHF/DLFCHF or LETHF/DLFTHF. (Input)

DET1 — Scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that 1.0 <|DET1| < 10.0 or DET1 = 0.0.

DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form det(4) = pET1 * 10PET2,

Optional Arguments

N — Number of equations. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFDHF (FACT, IPVT, DET1, DET2 [,..])

Specific: The specific interface names are S_LFDHF and D_LFDHF.

FORTRAN 77 Interface

Single: CALL LFDHF (N, FACT, LDFACT, IPVT, DET1, DET2)
Double: The double precision name is DLFDHF.
Description

Routine LFDHF computes the determinant of a complex Hermitian indefinite coefficient matrix. To
compute the determinant, the coefficient matrix must first undergo a U DU" factorization. This
may be done by calling either LFCHF or LFTHF since det U = %1, the formula
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det A = det U det D det U = det D is used to compute the determinant. det D is computed as the
product of the determinants of its blocks.

LFDHF is based on the LINPACK routine CSIDI; see Dongarra et al. (1979).

Example

The determinant is computed for a complex Hermitian 3 x 3 matrix.

USE LFDHF INT
USE LFTHF INT
USE UMACH_ INT
Declare variables

INTEGER LDA, N

PARAMETER (LDA=3, N=3)

INTEGER IPVT (N), NOUT

REAL DET1, DET2

COMPLEX A (LDA,LDA), FACT (LDA,LDA)

Set values for A

A = ( 3.0+0.01 1.0-1.01 4.0+0.01 )
( 1.0+1.01 2.0+40.01 -5.0+1.01 )
( 4.040.01 -5.0-1.01 -2.0+0.01 )

DATA A/(3.0,0.0), (1.0,1.0), (4.0,0.0), (1.0,-1.0), (2.0,0.0),%&
(-5.0,-1.0), (4.0,0.0), (-5.0,1.0), (-2.0,0.0)/
Factor A
CALL LFTHF (A, FACT, IPVT)
Compute the determinant
CALL LFDHF (FACT, IPVT, DET1, DET2)
Print the results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) DET1, DET2

99999 FORMAT (' The determinant is’, F5.1, 7 * 10**’, F2.0)

END

Output

The determinant is -1.5 * 10**2.

LSLTR

Solves a real tridiagonal system of linear equations.

Required Arguments

C — Vector of length N containing the subdiagonal of the tridiagonal matrix in ¢(2) through
c(N). (Input/Output)
On output C is destroyed.
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D — Vector of length N containing the diagonal of the tridiagonal matrix. (Input/Output)
On output D is destroyed.

E — Vector of length N containing the superdiagonal of the tridiagonal matrix in £(1) through
E(N—1). (Input/Output)

On output E is destroyed.

B — Vector of length N containing the right-hand side of the linear system on entry and the
solution vector on return. (Input/Output)

Optional Arguments

N — Order of the tridiagonal matrix. (Input)
Default: n = size (C,1).

FORTRAN 90 Interface

Generic: CALL LSLTR (C,D,E,B [,..])

Specific: The specific interface names are S_LSLTR and D_LSLTR.

FORTRAN 77 Interface

Single: CALL LSLTR (N, C,D,E,B)
Double: The double precision name is DLSLTR.
Description

Routine LSLTR factors and solves the real tridiagonal linear system Ax=b. LSLTR is intended
just for tridiagonal systems. The coefficient matrix does not have to be symmetric. The algorithm
is Gaussian elimination with partial pivoting for numerical stability. See Dongarra (1979),
LINPACK subprograms SGTSL/DGTSL, for details. When computing on vector or parallel
computers the cyclic reduction algorithm, L.SLCR, should be considered as an alternative method
to solve the system.

Comments

Informational error

Type Code
4 2 An element along the diagonal became exactly zero during execution.
Example

A system of n = 4 linear equations is solved.

USE LSLTR INT
USE WRRRL_INT
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! Declaration of variables
INTEGER N
PARAMETER (N=4)

REAL B(N), C(N), D(N), E(N)
CHARACTER CLABEL(1l)*6, FMT*8, RLABEL(1l)*4

DATA FMT/' (E13.6)’"/
DATA CLABEL/’NUMBER’/
DATA RLABEL/’NONE’ /
! C(*), D(*), E(*), and B(*)
! contain the subdiagonal, diagonal,
! superdiagonal and right hand side.
DATA C/0.0, 0.0, -4.0, 9.0/, D/6.0, 4.0, -4.0, -9.0/
DATA E/-3.0, 7.0, -8.0, 0.0/, B/48.0, -81.0, -12.0, -144.0/

CALL LSLTR (C, D, E, B)

! Output the solution.
CALL WRRRL (’Solution:’, B, RLABEL, CLABEL, 1, N, 1, FMT=FMT)
END

Output

Solution:
1 2 3 4
0.400000E+01 -0.800000E+01 -0.700000E+01 0.900000E+01

LSLCR

Computes the L DU factorization of a real tridiagonal matrix A using a cyclic reduction algorithm.

Required Arguments

C — Array of size 2N containing the upper codiagonal of the N by N tridiagonal matrix in the
entries C(1), ..., c(n —1). (Input/Output)

A — Array of size 2N containing the diagonal of the N by N tridiagonal matrix in the entries
(1), ..., A(N). (Input/Output)

B — Array of size 2N containing the lower codiagonal of the N by N tridiagonal matrix in the
entries B(1), ..., B(N —1). (Input/Output)

Y — Array of size 2N containing the right hand side for the system 4x =y in the order v(1),
..., Y(N). (Input/Output) The vector x overwrites Y in storage.

U — Array of size 2N of flags that indicate any singularities of A. (Output)
A value U(1) = 1. means that a divide by zero would have occurred during the factoring.
Otherwise U(1) = 0.
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IR — Array of integers that determine the sizes of loops performed in the cyclic reduction
algorithm. (Output)

IS — Array of integers that determine the sizes of loops performed in the cyclic reduction
algorithm. (Output)
The sizes of IR and Is must be at least log,(N) + 3.

Optional Arguments

N — Order of the matrix. (Input)
N must be greater than zero
Default: n = size (C,1).

1JOB — Flag to direct the desired factoring or solving step. (Input)
Default: 1J0B = 1.

1J0B Action

1 Factor the matrix 4 and solve the system 4x = y, where y is stored in array
Y.

2 Do the solve step only. Use y from array v. (The factoring step has already
been done.)

3 Factor the matrix 4 but do not solve a system.

4,5,6 Same meaning as with the value 1J0B = 3. For efficiency, no error checking

is done on the validity of any input value.

FORTRAN 90 Interface

Generic: CALL LSLCR (C,A,B,Y,U, IR, IS [,..])

Specific: The specific interface names are S_LSLCR and D_LSLCR.

FORTRAN 77 Interface

Single: CALL LSLCR (N,C, A, B, IJOB, Y, U, IR, IS)
Double: The double precision name is DLSLCR.
Description

Routine LSLCR factors and solves the real tridiagonal linear system Ax = y. The matrix is
decomposed in the form A = L DU, where L is unit lower triangular, U is unit upper triangular,
and D is diagonal. The algorithm used for the factorization is effectively that described in Kershaw
(1982). More details, tests and experiments are reported in Hanson (1990).
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LSLCR is intended just for tridiagonal systems. The coefficient matrix does not have to be
symmetric. The algorithm amounts to Gaussian elimination, with no pivoting for numerical
stability, on the matrix whose rows and columns are permuted to a new order. See Hanson (1990)
for details. The expectation is that LSL.CR will outperform either LSLTR or LSLPB on vector or
parallel computers. Its performance may be inferior for small values of n, on scalar computers, or
high-performance computers with non-optimizing compilers.

Example

A system of n = 1000 linear equations is solved. The coefficient matrix is the symmetric matrix of
the second difference operation, and the right-hand-side vector y is the first column of the identity
matrix. Note that a,_,= 1. The solution vector will be the first column of the inverse matrix of A4.
Then a new system is solved where y is now the last column of the identity matrix. The solution
vector for this system will be the last column of the inverse matrix.

USE LSLCR_INT
USE UMACH_ INT
! Declare variables
INTEGER LP, N, N2
PARAMETER (LP=12, N=1000, N2=2*N)

INTEGER I, IJOB, IR(LP), IS(LP), NOUT
REAL A(N2), B(N2), C(N2), U(N2), Y1(N2), Y2(N2)

! Define matrix entries:
DO 10 I=1, N -1

C(I) = -1.E0
A(I) = 2.EQ
B(I) = -1.E0
Y1(I+1l) = 0.EO
Y2 (I) = 0.EQ0
10 CONTINUE
A(N) = 1.EO
Y1(1l) = 1.E0
Y2 (N) = 1.EO
|
! Obtain decomposition of matrix and
! solve the first system:
IJOB = 1

CALL LSLCR (C, A, B, Y1, U, IR, IS, IJOB=IJOB)

! Solve the second system with the
! decomposition ready:

IJOB = 2

CALL LSLCR (C, A, B, Y2, U, IR, IS, IJOB=IJOB)

CALL UMACH (2, NOUT)

WRITE (NOUT,*) '’ The value of n is: ", N

WRITE (NOUT,*) ’ Elements 1, n of inverse matrix columns 1 ’//é&
’and n:’, Y1(1), Y2(N)

END
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Output

The value of n is: 1000
Elements 1, n of inverse matrix columns 1 and n: 1.00000 1000.000

LSARB

Solves a real system of linear equations in band storage mode with iterative refinement.

Required Arguments

A — (NLCA + NUCA + 1) by N array containing the N by N banded coefficient matrix in band
storage mode. (Input)

NLCA — Number of lower codiagonals of A. (Input)

NUCA — Number of upper codiagonals of A. (Input)

B — Vector of length N containing the right-hand side of the linear system. (Input)
X — Vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: § = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)

Default: n.DA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX= B is solved.

IPATH = 2 means the system a’x =B is solved.
Default: 1pATH =1.

FORTRAN 90 Interface

Generic: CALL LSARB (A, NLCA, NUCA,B, X [,..])

Specific: The specific interface names are S_LSARB and D_LSARB.
FORTRAN 77 Interface

Single: CALL LSARB (N, A, LDA, NLCA, NUCA, B, IPATH, X)

Double: The double precision name is DLSARB.
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Description

Routine LSARB solves a system of linear algebraic equations having a real banded coefficient
matrix. It first uses the routine LECRB to compute an LU factorization of the coefficient matrix and
to estimate the condition number of the matrix. The solution of the linear system is then found
using the iterative refinement routine LEIRB.

LSARB fails if U, the upper triangular part of the factorization, has a zero diagonal element or if the
iterative refinement algorithm fails to converge. These errors occur only if A is singular or very
close to a singular matrix.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system. LSARB solves the
problem that is represented in the computer; however, this problem may differ from the problem
whose solution is desired.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2ARB/DL2ARB. The
reference is:

CALL L2ARB (N, A, LDA, NLCA, NUCA, B, IPATH, X, FACT, IPVT, WK)

The additional arguments are as follows:

FACT — Work vector of length (2 * NLCA + NUCA + 1) x N containing the LU
factorization of A on output.

IPVT — Work vector of length N containing the pivoting information for the LU
factorization of A on output.

WK — Work vector of length .

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2ARB the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1VAL(4). The values IVAL(3) and IVAL(4) are
temporarily replaced by 1vAL(1) and TVAL(2), respectively, in LSARB.
Additional memory allocation for FACT and option value restoration are done
automatically in LSARB. Users directly calling 1.2ARB can allocate additional
space for FACT and set TVAL(3) and TVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
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applications that use LSARB or L2ARB. Default values for the option are
1van(*)=1,16,0, 1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSARB temporarily replaces TVAL(2) by IVAL(1). The
routine L2CRB computes the condition number if TVAL(2) = 2. Otherwise L2CRB
skips this computation. LSARB restores the option. Default values for the option

are IVAL(*) =1, 2.

Example

A system of four linear equations is solved. The coefficient matrix has real banded form with 1

upper and 1 lower codiagonal. The right-hand-side vector 4 has four elements.

USE LSARB_INT
USE WRRRN INT
! Declare variables

INTEGER LDA, N, NLCA, NUCA
PARAMETER (LDA=3, N=4, NLCA=1, NUCA=1)
REAL A(LDA,N), B(N), X(N)

Set values for A in band form, and B

|

|

! A= ( 0.0 -1.0 -2.0 2.0)
! ( 2.0 1.0 -1.0 1.0)
! (-3.0 0.0 2.0 0.0
|

! B=( 3.0 1.0 11.0 =-2.0)
|

DATA A/0.0, 2.0, -3.0, -1.0, 1.0, 0.0, -2.0, -1.0, 2.0,&
2.0, 1.0, 0.0/
DATA B/3.0, 1.0, 11.0, -2.0/

CALL LSARB (A, NLCA, NUCA, B, X)
! Print results

CALL WRRRN (’X’, X, 1, N, 1)
END
Output
X

1 2 3 4
2.000 1.000 =-3.000 4.000

LSLRB
EmMPl

Solves a real system of linear equations in band storage mode without iterative refinement.
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Required Arguments

A — (NLCA + NUCA + 1) by N array containing the N by N banded coefficient matrix in band
storage mode. (Input)

NLCA — Number of lower codiagonals of A. (Input)

NUCA — Number of upper codiagonals of 2. (Input)

B — Vector of length N containing the right-hand side of the linear system. (Input)
X — Vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: § = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)

Default: DA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX= B is solved.

IPATH = 2 means the system A’X = B is solved.
Default: 1PATH = 1.

FORTRAN 90 Interface
Generic: CALL LSLRB (A, NLCA, NUCA, B, X [,..])
Specific: The specific interface names are S_LSLRB and D_LSLRB.
FORTRAN 77 Interface
Single: CALL LSLRB (N, A, LDA, NLCA, NUCA, B, IPATH, X)
Double: The double precision name is DLSLRB.
ScaLAPACK Interface
Generic: CALL LSLRB (A0, NLCA, NUCA, B0, X0 [,..])
Specific: The specific interface names are S LSLRB and D LSLRB.

See the ScaLAPACK Usage Notes below for a description of the arguments for distributed
computing.
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Description

Routine LSLRB solves a system of linear algebraic equations having a real banded coefficient
matrix. It first uses the routine LECRB to compute an LU factorization of the coefficient matrix and
to estimate the condition number of the matrix. The solution of the linear system is then found
using LFSRB. LSLRB fails if U, the upper triangular part of the factorization, has a zero diagonal
element. This occurs only if 4 is singular or very close to a singular matrix. If the estimated
condition number is greater than 1/e (where € is machine precision), a warning error is issued. This
indicates that very small changes in 4 can cause very large changes in the solution x. If the
coefficient matrix is ill-conditioned or poorly scaled, it is recommended that L.SARB be used.

The underlying code is based on either LINPACK , LAPACK, or ScaLAPACK code depending
upon which supporting libraries are used during linking. For a detailed explanation see “Using
ScaLAPACK, LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.
Comments

1. Workspace may be explicitly provided, if desired, by use of L2LRB/DL2LRB. The
reference is:

CALL L2LRB (N, A, LDA, NLCA, NUCA, B, IPATH, X, FACT, IPVT, WK)
The additional arguments are as follows:
FACT — (2 x NLCA + NUCA + 1) x N containing the LU factorization of A on output. If

A is not needed, A can share the first (NLCA + NUCA + 1) * N storage locations
with FACT.

IPVT — Work vector of length N containing the pivoting information for the LU
factorization of A on output.

WK — Work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2LRB the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of T1vAL(4). The values TVAL(3) and TVAL(4) are
temporarily replaced by TvAL(1) and TVAL(2), respectively, in LSLRB.
Additional memory allocation for FACT and option value restoration are done
automatically in LSLRB. Users directly calling L2LRB can allocate additional
space for FACT and set IVAL(3) and IVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
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applications that use LSLRB or L2LRB. Default values for the option are
1van(*)=1,16,0, 1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSLRB temporarily replaces TVAL(2) by IVAL(1). The
routine L2CRB computes the condition number if IVAL(2) = 2. Otherwise L2CRB
skips this computation. LSLRB restores the option. Default values for the option
are IVAL(*) =1, 2.

ScaLAPACK Usage Notes

The arguments which differ from the standard version of this routine are:

A0 — (2*NLCA + 2*NUCA+1) by MxCOL local matrix containing the local portions of the
distributed matrix A. A contains the N by N banded coefficient matrix in band storage
mode. (Input)

B0 — Local vector of length MxCOL containing the local portions of the distributed vector B.
B contains the right-hand side of the linear system. (Input)

X0 — Local vector of length MxCOL containing the local portions of the distributed vector x.
X contains the solution to the linear system. (Output)

All other arguments are global and are the same as described for the standard version of the
routine. In the argument descriptions above, MXCOL can be obtained through a call to
SCALAPACK GETDIM (see Utilities) after a call to SCALAPACK SETUP (see Ultilities) has been
made. See the ScaLAPACK Example below.

Example

A system of four linear equations is solved. The coefficient matrix has real banded form with 1
upper and 1 lower codiagonal. The right-hand-side vector 4 has four elements.

USE LSLRB_INT
USE WRRRN_INT
! Declare variables

INTEGER LDA, N, NLCA, NUCA
PARAMETER (LDA=3, N=4, NLCA=1, NUCA=1)
REAL A(LDA,N), B(N), X(N)

Set values for A in band form, and B

|
!
! A=( 0.0 -1.0 =-2.0 2.0)
! ( 2.0 1.0 -1.0 1.0)
! (-3.0 0.0 2.0 0.0)
|
! B=( 3.0 1.0 11.0 =-2.0)
|

DATA A/0.0, 2.0, -3.0, -1.0, 1.0, 0.0, -2.0, -1.0, 2.0,&
2.0, 1.0, 0.0/
DATA B/3.0, 1.0, 11.0, -2.0/

CALL LSLRB (A, NLCA, NUCA, B, X)
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! Print results
CALL WRRRN (’X’, X, 1, N, 1)

END

Output

X
1 2 3 4
2.000 1.000 -3.000 4.000

ScaLAPACK Example

The same system of four linear equations is solved as a distributed computing example. The
coefficient matrix has real banded form with 1 upper and 1 lower codiagonal. The right-hand-side
vector b has four elements. SCALAPACK MAP and SCALAPACK UNMAP are IMSL utility routines
(see Chapter 11, “Utilities”) used to map and unmap arrays to and from the processor grid. They
are used here for brevity. DESCINIT is a ScaLAPACK tools routine which initializes the
descriptors for the local arrays.

USE MPI SETUP_ INT

USE LSLRB_INT

USE WRRRN_ INT

USE SCALAPACK SUPPORT
IMPLICIT NONE

INCLUDE ‘mpif.h’

! Declare variables

INTEGER LDA, M, N, NLCA, NUCA, NRA, DESCA(9), DESCX(9)
INTEGER INFO, MXCOL, MXLDA

REAL, ALLOCATABLE :: A(:,:), B(:), X(:)

REAL, ALLOCATABLE :: AO(:,:), BO(:), XO(:)

PARAMETER (LDA=3, N=6, NLCA=1, NUCA=1)

! Set up for MPI
MP NPROCS = MP_ SETUP ()
IF(MP_RANK .EQ. 0) THEN
ALLOCATE (A(LDA,N), B(N), X(N))
! Set values for A and B

A(l,:) = (/ 0.0, 0.0, -3.0, 0.0, -1.0, -3.0/)

A(2,:) = (/ 10.0, 10.0, 15.0, 10.0, 1.0, 6.0/)

A(3,:) = (/ 0.0, 0.0, 0.0, -5.0, 0.0, 0.0/)
!

B = (/ 10.0, 7.0, 45.0, 33.0, -34.0, 31.0/)

ENDIF

NRA = NLCA + NUCA + 1

M = 2*NLCA + 2*NUCA + 1
! Set up a 1D processor grid and define
! its context ID, MP_ICTXT

CALL SCALAPACK SETUP(M, N, .FALSE., .TRUE.)
! Get the array descriptor entities MXLDA,
! and MXCOL

CALL SCALAPACK GETDIM(M, N, MP MB, MP NB, MXLDA, MXCOL)
! Reset MXLDA to M

MXLDA = M
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! Set up the array descriptors
CALL DESCINIT (DESCA,NRA,N,MP MB, MP NB, 0, 0, MP ICTXT, MXLDA, INFO)
CALL DESCINIT(DESCX, 1, N, 1, MP NB, O, 0, MP ICTXT, 1, INFO)
! Allocate space for the local arrays
ALLOCATE (AO (MXLDA,MXCOL), BO(MXCOL), X0 (MXCOL))
! Map input arrays to the processor grid
CALL SCALAPACK MAP (A, DESCA, AO)
CALL SCALAPACK MAP (B, DESCX, BO, 1, .FALSE.)
! Solve the system of equations
CALL LSLRB (A0, NLCA, NUCA, BO, XO0)
Unmap the results from the distributed
arrays back to a non-distributed array.
After the unmap, only Rank=0 has the full
array.
CALL SCALAPACK_UNMAP(XO, DESCX, X, 1, .FALSE.)
! Print results.
! Only Rank=0 has the solution, X.
IF(MP_RANK .EQ. 0)CALL WRRRN (X', X, 1, N, 1)
IF (MP RANK .EQ. 0) DEALLOCATE (A, B, X)
DEALLOCATE (A0, BO, XO0)
! Exit ScalLAPACK usage
CALL SCALAPACK EXIT (MP_ ICTXT)
! Shut down MPI
MP NPROCS = MP_SETUP (‘FINAL’)

END
Output
X
1 2 3 4 5 6
1.000 1.600 3.000 2.900 -4.000 5.167

LFCRB

Computes the LU factorization of a real matrix in band storage mode and estimate its L, condition
number.

Required Arguments

A — (NLCA + NUCA + 1) by N array containing the N by N matrix in band storage mode to be
factored. (Input)

NLCA — Number of lower codiagonals of A. (Input)
NUCA — Number of upper codiagonals of 2. (Input)
FACT — (2 * NLCA + NUCA + 1) by N array containing the LU factorization of the matrix A.

(Output)

If & is not needed, A can share the first (NLCA + NUCA + 1) * N locations with FACT.
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IPVT — Vector of length N containing the pivoting information for the LU factorization.
(Output)

RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of A.

(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: n = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: LDA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFCRB (A, NLCA, NUCA, FACT, IPVT, RCOND [,..])

Specific: The specific interface names are S LFCRB and D LFCRB.

FORTRAN 77 Interface

Single: CALL LFCRB (N, A, LDA, NLCA, NUCA, FACT, LDFACT, IPVT, RCOND)
Double: The double precision name is DLFCRB.
Description

Routine LFCRB performs an LU factorization of a real banded coefficient matrix. It also estimates
the condition number of the matrix. The LU factorization is done using scaled partial pivoting.
Scaled partial pivoting differs from partial pivoting in that the pivoting strategy is the same as if
each row were scaled to have the same co-norm.

The L, condition number of the matrix 4 is defined to be k(4) = ||4]], 4"’ ||, Since it is expensive to

compute ||47'|| , the condition number is only estimated. The estimation algorithm is the same as
used by LINPACK and is described by Cline et al. (1979).

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system.

LSCRB fails if U, the upper triangular part of the factorization, has a zero diagonal element. This
can occur only if 4 is singular or very close to a singular matrix. The LU factors are returned in a

288 e Chapter 1: Linear Systems Fortran Numerical MATH LIBRARY



form that is compatible with routines LFTIRB, LFSRB and LFDRB. To solve systems of equations
with multiple right-hand-side vectors, use LECRB followed by either LEIRB or LFSRB called once
for each right-hand side. The routine LFDRB can be called to compute the determinant of the
coefficient matrix after LFCRB has performed the factorization.

Let F be the matrix FACT, let m/= NLCA and let m, = NUCA. The first m/+ m, + 1 rows of F contain
the triangular matrix U in band storage form. The lower m; rows of F contain the multipliers
needed to reconstruct L™ .

The underlying code is based on either LINPACK or LAPACK code depending upon which
supporting libraries are used during linking. For a detailed explanation see “Using ScaLAPACK,
LAPACK, LINPACK, and EISPACK?” in the Introduction section of this manual.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2CRB/DL2CRB. The
reference is:

CALL L2CRB (N, A, LDA, NLCA, NUCA, FACT, LDFACT, IPVT, RCOND,

WK)
The additional argument is:
WK — Work vector of length .
2. Informational errors
Type Code
3 1 The input matrix is algorithmically singular.
4 2 The input matrix is singular.
Example

The inverse of a 4 x 4 band matrix with one upper and one lower codiagonal is computed. LFCRB
is called to factor the matrix and to check for singularity or ill-conditioning. LFIRB is called to
determine the columns of the inverse.

USE LFCRB_INT
USE UMACH_ INT
USE LFIRB_INT
USE WRRRN_INT

! Declare variables
INTEGER LDA, LDFACT, N, NLCA, NUCA, NOUT
PARAMETER (LDA=3, LDFACT=4, N=4, NLCA=1, NUCA=1)

INTEGER IPVT (N)

REAL A(LDA,N), AINV(N,N), FACT(LDFACT,N), RCOND, RJ(N), RES (N)
Set values for A in band form
A= ( 0.0 -1.0 =-2.0 2.0)

!
!

! ( 2.0 1.0 -1.0 1.0)
! (-3.0 0.0 2.0 0.0)
!

DATA A/0.0, 2.0, -3.0, -1.0, 1.0, 0.0, -2.0, -1.0, 2.0,¢&
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2.0, 1.0, 0.0/

CALL LFCRB (A, NLCA, NUCA, FACT, IPVT, RCOND)
! Print the reciprocal condition number
! and the L1 condition number
CALL UMACH (2, NOUT)
WRITE (NOUT, 99999) RCOND, 1.0E0/RCOND
! Set up the columns of the identity
! matrix one at a time in RJ
RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0EO
! RJ is the J-th column of the identity
! matrix so the following LFIRB
! reference places the J-th column of
! the inverse of A in the J-th column
! of AINV
CALL LFIRB (A, NLCA, NUCA, FACT, IPVT, RJ, AINV(:,J), RES)
RJ(J) = 0.0EO
10 CONTINUE
! Print results
CALL WRRRN (’AINV’, AINV)

99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < .07
L1 Condition number = 25.0

AINV
1 2 3 4
-1.000 -1.000 0.400 -0.800
-3.000 =-2.000 0.800 -1.600
0.000 0.000 -0.200 0.400
0.000 0.000 0.400 0.200

S W N

LFTRB

Computes the LU factorization of a real matrix in band storage mode.

Required Arguments

A — (NLCA + NUCA + 1) by N array containing the N by N matrix in band storage mode to be
factored. (Input)

NLCA — Number of lower codiagonals of A. (Input)

NUCA — Number of upper codiagonals of A. (Input)
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FACT — (2 * NLCA + NUCA + 1) by N array containing the LU factorization of the matrix A.
(Output)
If & is not needed, A can share the first (NL.CA + NUCA + 1) * N locations with FACT.

IPVT — Vector of length N containing the pivoting information for the LU factorization.
(Output)

Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFTRB (A, NLCA, NUCA, FACT,,

Specific: The specific interface names are S_LFTRB and D_LFTRB.

FORTRAN 77 Interface

Single: CALL LFTRB (N, A, LDA, NLCA, NUCA, FACT, LDFACT, IPVT)
Double: The double precision name is DLFTRB.
Description

The routine LFTRB performs an LU factorization of a real banded coefficient matrix using
Gaussian elimination with partial pivoting. 4 failure occurs if U, the upper triangular factor, has a
zero diagonal element. This can happen if 4 is close to a singular matrix. The LU factors are
returned in a form that is compatible with routines LFIRB, LFSRB and LEDRB. To solve systems of
equations with multiple right-hand-side vectors, use LFTRB followed by either LFIRB or LFSRB
called once for each right-hand side. The routine LFDRB can be called to compute the determinant
of the coefficient matrix after LFTRB has performed the factorization

Let m; = NLCA, and let m, = NUCA. The first m; + m, + 1 rows of FACT contain the triangular
matrix U in band storage form. The next m; rows of FACT contain the multipliers needed to
produce L.

The routine LFTRB is based on the the blocked LU factorization algorithm for banded linear
systems given in Du Croz, et al. (1990). Level-3 BLAS invocations were replaced by in-line loops.
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The blocking factor nb has the default value 1 in LFTRB. It can be reset to any positive value not
exceeding 32.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2TRB/DL2TRB. The
reference is:

CALL L2TRB (N, A, LDA, NLCA, NUCA, FACT, LDFACT, IPVT, WK)

The additional argument is:

WK — Work vector of length ¥ used for scaling.

2 Informational error
Type Code
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

21  The performance of the LU factorization may improve on high-performance
computers if the blocking factor, NB, is increased. The current version of the
routine allows NB to be reset to a value no larger than 32. Default value is
NB = 1.

Example

A linear system with multiple right-hand sides is solved. LFTRB is called to factor the coefficient
matrix. LFSRB is called to compute the two solutions for the two right-hand sides. In this case the
coefficient matrix is assumed to be appropriately scaled. Otherwise, it may be better to call routine
LFCRB to perform the factorization, and LFIRB to compute the solutions.

USE LFTRB_INT
USE LFSRB_INT
USE WRRRN_INT
! Declare variables

INTEGER LDA, LDFACT, N, NLCA, NUCA

PARAMETER (LDA=3, LDFACT=4, N=4, NLCA=1, NUCA=1)
INTEGER IPVT (N)

REAL A(LDA,N), B(N,2), FACT(LDFACT,N), X(N,2)

Set values for A in band form, and B

|

!

! A= ( 0.0 -1.0 -2.0 2.0)
! ( 2.0 1.0 -1.0 1.0)
! (-3.0 0.0 2.0 0.0)
|

! B = (12.0 -17.0)

! (-19.0 23.0)

! ( 6.0 5.0)

! ( 8.0 5.0)

|

DATA A/0.0, 2.0, -3.0, -1.0, 1.0, 0.0, -2.0, -1.0, 2.0,&
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Sw N

2.0, 1.0, 0.0/

DATA B/12.0, -19.0, 6.0, 8.0, -17.0, 23.0, 5.0, 5.0/
Compute factorization

CALL LFTRB (A, NLCA, NUCA, FACT, IPVT)
Solve for the two right-hand sides

DO 10 J=1, 2

CALL LFSRB (FACT, NLCA, NUCA, IPVT, B(:,dJ), X(:,J))
10 CONTINUE

Print results

CALL WRRRN ('X’, X)

END
Output
X
1 2
3.000 -8.000
-6.000  1.000
2.000  1.000
4.000  3.000

LFSRB

Solves a real system of linear equations given the LU factorization of the coefficient matrix in
band storage mode.

Required Arguments

FACT — (2 * NLCA + NUCA + 1) by N array containing the LU factorization of the coefficient
matrix A as output from routine LFCRB/DLFCRB or LETRB/DLFTRB. (Input)

NLCA — Number of lower codiagonals of A. (Input)
NUCA — Number of upper codiagonals of . (Input)

IPVT — Vector of length N containing the pivoting information for the LU factorization of A
as output from routine LECRB/DLFCRB or LFTRB/DLFTRB. (Input)

B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X can share the same storage locations.

Optional Arguments

N — Number of equations. (Input)
Default: N = size (FACT,2).
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LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX = B is solved.
IPATH = 2 means the system A’X =B is solved.
Default: IpATH = 1.

FORTRAN 90 Interface

Generic: CALL LFSRB (FACT, NLCA, NUCA, IPVT, B, X [,..])

Specific: The specific interface names are S_LFSRB and D_LFSRB.

FORTRAN 77 Interface

Single: CALL LFSRB (N, FACT, LDFACT, NLCA, NUCA, IPVT, B, IPATH, X)
Double: The double precision name is DLFSRB.
Description

Routine LFSRB computes the solution of a system of linear algebraic equations having a real
banded coefficient matrix. To compute the solution, the coefficient matrix must first undergo an
LU factorization. This may be done by calling either LFCRB or LFTRB. The solution to Ax = b is
found by solving the banded triangular systems Ly = b and Ux = y. The forward elimination step
consists of solving the system Ly = b by applying the same permutations and elimination
operations to b that were applied to the columns of 4 in the factorization routine. The backward
substitution step consists of solving the banded triangular system Ux =y for x.

LFSRB and LFIRB both solve a linear system given its LU factorization. LFIRB generally takes
more time and produces a more accurate answer than LESRB. Each iteration of the iterative
refinement algorithm used by LFIRB calls LFSRB.

The underlying code is based on either LINPACK or LAPACK code depending upon which
supporting libraries are used during linking. For a detailed explanation see “Using ScaLAPACK,
LAPACK, LINPACK, and EISPACK” in the Introduction section of this manual.

Example

The inverse is computed for a real banded 4 x 4 matrix with one upper and one lower codiagonal.
The input matrix is assumed to be well-conditioned, hence LFTRB is used rather than LFCRB.

USE LFSRB_INT
USE LFTRB_INT
USE WRRRN_ INT
! Declare variables
INTEGER LDA, LDFACT, N, NLCA, NUCA
PARAMETER (LDA=3, LDFACT=4, N=4, NLCA=1, NUCA=1)

294 e Chapter 1: Linear Systems Fortran Numerical MATH LIBRARY



DSw N

10

INTEGER IPVT (N)

REAL A(LDA,N), AINV(N,N), FACT(LDFACT,N), RJ(N)

Set values
A= ( 0.0
( 2.0
( -3.0

DATA A/0.0, 2.0, -3.0, -1.0, 1.0, 0.0,
2.0, 1.0, 0.0/

CALL LFTRB (A, NLCA, NUCA, FACT, IPVT)
Set up the
matrix one

for A in band form
-1.0 -2.0 2.0)
1.0 -1.0 1.0)
0.0 2.0 0.0)

columns of the identity
at a time in RJ

RJ is the J-th column of the identity
matrix so the following LFSRB
reference places the J-th column of
the inverse of A in the J-th column

RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0EO
of AINV
CALL LFSRB (FACT, NLCA, NUCA, IPVT,
RJ(J) = 0.0ED
CONTINUE

RJ, AINV(:,J))

Print results

CALL WRRRN (’AINV’, AINV)

END
Output
AINV
1 2 3 4

-1.
-3.
.000 0.000 -0.200 0.400
.000 0.000 0.400 0.200

000 -1.000 0.400 -0.800
000 =-2.000 0.800 -1.600

LFIRB

Uses iterative refinement to improve the solution of a real system of linear equations in band
storage mode.

Required Arguments

A — (NUCA +NLCA +1) by N array containing the N by N banded coefficient matrix in band

storage mode. (Input)

NLCA — Number of lower codiagonals of A. (Input)

NUCA — Number of upper codiagonals of A. (Input)
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FACT — (2 * NLCA +NUCA +1) by N array containing the LU factorization of the matrix A as
output from routines LFCRB/DLFCRB or LFTRB/DLFTRB. (Input)

IPVT — Vector of length N containing the pivoting information for the LU factorization of A
as output from routine LECRB/DLFCRB or LFTRB/DLFTRB. (Input)

B — Vector of length N containing the right-hand side of the linear system. (Input)
X — Vector of length N containing the solution to the linear system. (Output)

RES — Vector of length N containing the residual vector at the improved
solution . (Output)

Optional Arguments
N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: LDA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX = B is solved.

IPATH = 2 means the system A’X = B is solved.
Default: 1pATH =1.

FORTRAN 90 Interface

Generic: CALL LFIRB (A, NLCA, NUCA, FACT, IPVT, B, X, RES [,..])

Specific: ~ The specific interface names are S LFIRB and D_LFIRB.

FORTRAN 77 Interface

Single: CALL LFIRB (N, A, LDA, NLCA, NUCA, FACT, LDFACT, IPVT, B, IPATH, X,
RES)
Double: The double precision name is DLFIRB.
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Description

Routine LFIRB computes the solution of a system of linear algebraic equations having a real
banded coefficient matrix. Iterative refinement is performed on the solution vector to improve the
accuracy. Usually almost all of the digits in the solution are accurate, even if the matrix is
somewhat ill-conditioned.

To compute the solution, the coefficient matrix must first undergo an LU factorization. This may
be done by calling either LEFCRB or LETRB.

Iterative refinement fails only if the matrix is very ill-conditioned.

LFIRB and LFSRB both solve a linear system given its LU factorization. LEFIRB generally takes
more time and produces a more accurate answer than LESRB. Each iteration of the iterative
refinement algorithm used by LFIRB calls LFSRB.

Comments

Informational error

Type Code
3 2 The input matrix is too ill-conditioned for iterative refinement to be
effective
Example

A set of linear systems is solved successively. The right-hand-side vector is perturbed after solving
the system each of the first two times by adding 0.5 to the second element.

USE LFIRB_ INT
USE LFCRB_INT
USE UMACH_ INT
USE WRRRN INT
Declare variables

INTEGER LDA, LDFACT, N, NLCA, NUCA, NOUT

PARAMETER (LDA=3, LDFACT=4, N=4, NLCA=1, NUCA=1)

INTEGER IPVT (N)

REAL A(LDA,N), B(N), FACT(LDFACT,N), RCOND, RES(N), X (N)

Set values for A in band form, and B

A= ( 0.0 -1.0 -2.0 2.0)
(2.0 1. -1. 1.0)
(-3.0 0.0 2.0 0.0)

o
o

B=( 3.0 5.0 7.0 -9.0)

DATA A/0.0, 2.0, -3.0, -1.0, 1.0, 0.0, -2.0, -1.0, 2.0,%&
2.0, 1.0, 0.0/
DATA B/3.0, 5.0, 7.0, -9.0/

CALL LFCRB (A, NLCA, NUCA, FACT, IPVT, RCOND)

Print the reciprocal condition number
CALL UMACH (2, NOUT)
WRITE (NOUT, 99999) RCOND, 1.0EO0/RCOND

Solve the three systems
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Do 10 J=1, 3
CALL LFIRB (A, NLCA, NUCA, FACT, IPVT, B, X, RES)
! Print results
CALL WRRRN (’X’, X, 1, N, 1)
! Perturb B by adding 0.5 to B(2)
B(2) = B(2) + 0.5EO0
10 CONTINUE
|
99999 FORMAT (’ RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)
END

Output

RCOND < .07
L1l Condition number = 25.0
X
1 2 3 4
2.000 1.000 -5.000 1.000

X
1 2 3 4
1.500 0.000 -=5.000 1.000

X
1 2 3 4
1.000 -1.000 =-5.000 1.000

LFDRB

Computes the determinant of a real matrix in band storage mode given the LU factorization of the
matrix.

Required Arguments

FACT — (2 * NLCA + NUCA + 1) by N array containing the LU factorization of the matrix A as
output from routine LFTRB/DLFTRB or LFCRB/DLFCRB. (Input)

NLCA — Number of lower codiagonals of A. (Input)
NUCA — Number of upper codiagonals of 2. (Input)

IPVT — Vector of length N containing the pivoting information for the LU factorization as
output from routine LETRB/DLFTRB or LFCRB/DLFCRB. (Input)

DET1 — Scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that 1.0 <|pET1| < 10.0 or DET1 = 0.0.

DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form det(4) = DET1 * 10PET2,
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Optional Arguments

N — Order of the matrix. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFDRB (FACT, NLCA, NUCA, IPVT, DET1, DET2 [,..])

Specific: The specific interface names are S LFDRB and D_LEFDRB.

FORTRAN 77 Interface

Single: CALL LFDRB (N, FACT, LDFACT, NLCA, NUCA, IPVT, DET1, DET2)
Double: The double precision name is DLFDRB.
Description

Routine LFDRB computes the determinant of a real banded coefficient matrix. To compute the
determinant, the coefficient matrix must first undergo an LU factorization. This may be done by
calling either LFCRB or LFTRB. The formula det 4 = det L det U is used to compute the
determinant. Since the determinant of a triangular matrix is the product of the diagonal elements,

detU = H,\zl Uif

(The matrix U is stored in the upper NUCA + NLCA + 1 rows of FACT as a banded matrix.) Since L
is the product of triangular matrices with unit diagonals and of permutation matrices, det L = (—l)k,
where £ is the number of pivoting interchanges.

LFDRB is based on the LINPACK routine CGBDT; see Dongarra et al. (1979).

Example

The determinant is computed for a real banded 4 x 4 matrix with one upper and one lower
codiagonal.

USE LFDRB_INT
USE LFTRB_INT
USE UMACH_INT
! Declare variables

INTEGER 1LDA, LDFACT, N, NLCA, NUCA, NOUT
PARAMETER (LDA=3, LDFACT=4, N=4, NLCA=1, NUCA=1)
INTEGER IPVT (N)

REAL A(LDA,N), DET1, DET2, FACT (LDFACT,N)

! Set values for A in band form
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DATA A/0.0, 2.0, -3.0, -1.0, 1.0, 0.0, -2.0, -1.0, 2.0,%&
2.0, 1.0, 0.0/

CALL LFTRB (A, NLCA, NUCA, FACT, IPVT)
! Compute the determinant
CALL LFDRB (FACT, NLCA, NUCA, IPVT, DET1l, DETZ2)
! Print the results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) DET1, DET2
99999 FORMAT (' The determinant of A is ’, F6.3, 7 * 10**", F2.0)
END

Output

The determinant of A is 5.000 * 10**0.

LSAQS

Solves a real symmetric positive definite system of linear equations in band symmetric storage
mode with iterative refinement.

Required Arguments

A — NCODA + 1 by N array containing the N by N positive definite band coefficient matrix in
band symmetric storage mode. (Input)

NCODA — Number of upper codiagonals of 2. (Input)
B — Vector of length N containing the right-hand side of the linear system. (Input)
X — Vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (a,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: L.DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSAQS (A, NCODA,B,X [,..])
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Specific: The specific interface names are S_LSAQS and D_LSAQS.

FORTRAN 77 Interface

Single: CALL LSAQS (N, A, LDA, NCODA, B, X)
Double: The double precision name is DLSAQS.
Description

Routine LSAQS solves a system of linear algebraic equations having a real symmetric positive
definite band coefficient matrix. It first uses the routine LFCQS to compute an R'R Cholesky
factorization of the coefficient matrix and to estimate the condition number of the matrix. R is an
upper triangular band matrix. The solution of the linear system is then found using the iterative
refinement routine LEIQS.

LSAQS fails if any submatrix of R is not positive definite, if R has a zero diagonal element or if the
iterative refinement algorithm fails to converge. These errors occur only if 4 is very close to a
singular matrix or to a matrix which is not positive definite.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system. LSAQS solves the
problem that is represented in the computer; however, this problem may differ from the problem
whose solution is desired.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2AQS/DL22QS. The
reference is:

CALL L2AQS (N, A, LDA, NCODA, B, X, FACT, WK)

The additional arguments are as follows:

FACT — Work vector of length NCODA + 1 by N containing the R" R factorization of A
in band symmetric storage form on output.

WK — Work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is not positive definite.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine 1.22Qs the leading dimension of FACT is increased by
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1vAL(3) when N is a multiple of T1vAL(4). The values TVAL(3) and TVAL(4) are
temporarily replaced by TvAL(1) and TVAL(2), respectively, in LSAQS.
Additional memory allocation for FACT and option value restoration are done
automatically in LSAQS.

Users directly calling L.220S can allocate additional space for FACT and set
1VvAL(3) and 1VAL(4) so that memory bank conflicts no longer cause
inefficiencies. There is no requirement that users change existing applications
that use LSAQS or L2AQS. Default values for the option are
1van(*)=1,16,0, 1.

17 This option has two values that determine if the L condition number is to be
computed. Routine LSAQS temporarily replaces TVAL(2) by TVAL(1). The
routine L2CQS computes the condition number if IVAL(2) = 2. Otherwise L2CQS
skips this computation. LSAQS restores the option. Default values for the option
are IVAL(*) = 1,2.

Example

A system of four linear equations is solved. The coefficient matrix has real positive definite
band form, and the right-hand-side vector b has four elements.

USE LSAQS INT
USE WRRRN_ INT
! Declare variables

INTEGER LDA, N, NCODA
PARAMETER (LDA=3, N=4, NCODA=2)
REAL A(LDA,N), B(N), X(N)

Set values for A in band symmetric form, and B

A= ( 0.0 0.0 -1.

o
iy

B=( 6.0 -11.0 -11.0 19.0 )

DATA A/2*0.0, 2.0, 2*0.0, 4.0, -1.0, 2.0, 7.0, 1.0, -1.0, 3.0/
DATA B/6.0, -11.0, -11.0, 19.0/
! Solve A*X = B
CALL LSAQS (A, NCODA, B, X)
! Print results
CALL WRRRN (’X’, X, 1, N, 1)

END
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Output

1 2 3 4
4.000 -6.000 2.000 9.000

LSLQS

Solves a real symmetric positive definite system of linear equations in band symmetric storage
mode without iterative refinement.

Required Arguments

A — NCODA + 1 by N array containing the N by N positive definite band symmetric coefficient
matrix in band symmetric storage mode. (Input)

NCODA — Number of upper codiagonals of A. (Input)
B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)
Default: DA = size (a,1).

FORTRAN 90 Interface

Generic: CALL LSLQS (A, NCODA,B,X [,..])

Specific: The specific interface names are S_LSLQS and D_LSLQS.

FORTRAN 77 Interface

Single: CALL LSLQS (N, A, LDA, NCODA, B, X)
Double: The double precision name is DLSLQS.
Description

Routine LSLOS solves a system of linear algebraic equations having a real symmetric positive
definite band coefficient matrix. It first uses the routine LFCQS to compute an R'R Cholesky
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factorization of the coefficient matrix and to estimate the condition number of the matrix. R is an
upper triangular band matrix. The solution of the linear system is then found using the routine
LESQS.

1SLQS fails if any submatrix of R is not positive definite or if R has a zero diagonal element.
These errors occur only if 4 is very close to a singular matrix or to a matrix which is not positive
definite.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in 4 can cause very large changes in the
solution x. If the coefficient matrix is ill-conditioned or poorly scaled, it is recommended that
LSAQS be used.

Comments

1. Workspace may be explicitly provided, if desired, by use of L21.0S/DL2L0S. The
reference is:

CALL L2LQS (N, A, LDA, NCODA, B, X, FACT, WK)

The additional arguments are as follows:

FACT — ncoDa + 1 by N work array containing the R'R factorization of A in band
symmetric form on output. If A is not needed, A and FACT can share the same

storage locations.

WK — Work vector of length N.

2. Informational errors
Type Code
3 1 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is not positive definite.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L21.0S the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1VAL(4). The values IVAL(3) and IVAL(4) are
temporarily replaced by 1vAL(1) and IVAL(2), respectively, in LSLOS.
Additional memory allocation for FACT and option value restoration are done
automatically in LSLQS. Users directly calling L.21.0S can allocate additional
space for FACT and set TVAL(3) and TVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use L.SLQS or L2LQs. Default values for the option are
1vaL(*)=1,16,0,1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSLOS temporarily replaces TVAL(2) by TVAL(1). The
routine L2CQS computes the condition number if IVAL(2) = 2. Otherwise L2CQS
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skips this computation. LSLQS restores the option. Default values for the option
are TVAL(*) = 1,2.

Example

A system of four linear equations is solved. The coefficient matrix has real positive definite band
form and the right-hand-side vector b has four elements.

USE LSLQS_INT
USE WRRRN_ INT
Declare variables

INTEGER LDA, N, NCODA
PARAMETER (LDA=3, N=4, NCODA=2)
REAL A(LDA,N), B(N), X(N)

Set values for A in band symmetric form, and B

A= ( 0.0 0.0 -1.

o
o
o
o
)
oo
I
[
oo

B=( 6.0 -11.0 -11.0 19.0 )

DATA A/2*0.0, 2.0, 2*0.0, 4.0, -1.0, 2.0, 7.0, 1.0, -1.0, 3.0/
DATA B/6.0, -11.0, -11.0, 19.0/

Solve A*X = B
CALL LSLQS (A, NCODA, B, X)

Print results
CALL WRRRN ('X’, X, 1, N, 1)
END

Output

X
1 2 3 4
4.000 -6.000 2.000 9.000

LSLPB

Computes the R'DR Cholesky factorization of a real symmetric positive definite matrix 4 in
codiagonal band symmetric storage mode. Solve a system Ax = b.

Required Arguments

A — Array containing the N by N positive definite band coefficient matrix and right hand
side in codiagonal band symmetric storage mode. (Input/Output)
The number of array columns must be at least NCODA + 2. The number of column is
not an input to this subprogram.

On output, A contains the solution and factors. See Comments section for details.
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NCODA — Number of upper codiagonals of matrix 2. (Input)
Must satisfy NCODA > 0 and NCODA < N.

U — Array of flags that indicate any singularities of A, namely loss of positive-definiteness of
a leading minor. (Output)
A value U(1) = 0. means that the leading minor of dimension I is not positive-definite.
Otherwise, U(T) = 1.

Optional Arguments

N — Order of the matrix. (Input)
Must satisfy N > 0.
Default: N = size (a,2).
LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Must satisfy LDA > N + NCODA.
Default: LDA = size (a,1).

1JOB — Flag to direct the desired factorization or solving step. (Input)
Default: 1J0B = 1.

1JOB Meaning

1 factor the matrix A and solve the system ax = b, where b is stored in column
NCODA + 2 of array A. The vector x overwrites b in storage.

2 solve step only. Use b as column NCODA + 2 of A. (The factorization step has
already been done.) The vector x overwrites b in storage.

3 factor the matrix A but do not solve a system.

4,5,6 same meaning as with the value 1J0B - 3. For efficiency, no error checking is
done on values LDA, N, NCODA, and U(*).

FORTRAN 90 Interface

Generic: CALL LSLPB (A, NCODA,U [,..])

Specific: The specific interface names are S_LSLPB and D_LSLPB.
FORTRAN 77 Interface

Single: CALL LSLPB (N, A, LDA, NCODA, IJOB, U)

Double: The double precision name is DLSLPB.
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Description

Routine LSLPB factors and solves the symmetric positive definite banded linear system Ax = b.
The matrix is factored so that 4 = R'DR, where R is unit upper triangular and D is diagonal. The
reciprocals of the diagonal entries of D are computed and saved to make the solving step more
efficient. Errors will occur if D has a non-positive diagonal element. Such events occur only if 4 is
very close to a singular matrix or is not positive definite.

LSLPB is efficient for problems with a small band width. The particular cases NCODA =0, 1, 2 are
done with special loops within the code. These cases will give good performance. See Hanson
(1989) for details. When solving tridiagonal systems, NCODA = 1, the cyclic reduction code LSLCR
should be considered as an alternative. The expectation is that LSLCR will outperform LSLPB on
vector or parallel computers. It may be inferior on scalar computers or even parallel computers
with non-optimizing compilers.

Comments

1. Workspace may be explicitly provided, if desired, by use of L21.PB/DL2LPB. The
reference is:

CALL L2LPB (N, A, LDA, NCODA, IJOB, U, WK)

The additional argument is:
WK — Work vector of length NCODA.

2. If 130B=1, 3, 4, or 6, A contains the factors R and D on output. These are stored in
codiagonal band symmetric storage mode. Column 1 of A contains the reciprocal of
diagonal matrix D. Columns 2 through NCODA+1 contain the upper diagonal values for
upper unit diagonal matrix r. If 1J0B=1,2, 4, or 5, the last column of A contains the
solution on output, replacing b.

3. Informational error
Type Code
4 2 The input matrix is not positive definite.
Example

A system of four linear equations is solved. The coefficient matrix has real positive definite
codiagonal band form and the right-hand-side vector b has four elements.

USE LSLPB_INT
USE WRRRN_ INT
! Declare variables
INTEGER LDA, N, NCODA
PARAMETER (N=4, NCODA=2, LDA=N+NCODA)

INTEGER IJOB
REAL A (LDA,NCODA+2), U(N)
REAL R(N,N), RT(N,N), D(N,N), WK(N,N), AA(N,N)
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Set values for A and right side in
codiagonal band symmetric form:

A = (* * * *)
( * * * * )
(2.0 * * 6.0)
(4.0 0.0 * -11.0)
(7.0 2.0 -1.0 -11.0)
(3.0 -1.0 1.0 19.0)

DATA ((A(I+NCODA,J),I=1,N),J=1,NCODA+2)/2.0, 4.0, 7.0, 3.0, 0.0,s&
0.0, 2.0, -1.0, 0.0, 0.0, -1.0, 1.0, 6.0, -11.0, -11.0,%&
19.0/
DATA R/16*0.0/, D/16*0.0/, RT/16*0.0/
! Factor and solve A*x = Db.
CALL LSLPB (A, NCODA, U)
! Print results
CALL WRRRN ('X', A((NCODA+1):, (NCODA+2):), NRA=1, NCA=N, LDA=1)

END
Output
X

1 2 3 4
4.000 -6.000 2.000 9.000

LFCQS

Computes the R'R Cholesky factorization of a real symmetric positive definite matrix in band
symmetric storage mode and estimate its L, condition number.
Required Arguments

A — NcoDa + 1 by N array containing the N by N positive definite band coefficient matrix in
band symmetric storage mode to be factored. (Input)

NCODA — Number of upper codiagonals of 2. (Input)
FACT — NcoDA + 1 by N array containing the R'R factorization of the matrix 2 in band
symmetric form. (Output)

If A is not needed, A and FACT can share the same storage locations.

RCOND — Scalar containing an estimate of the reciprocal of the L, condition number of A.

(Output)
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Optional Arguments

N — Order of the matrix. (Input)
Default: § = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: n.DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFCQS (A, NCODA, FACT, RCOND [,..])

Specific: The specific interface names are S_LFCQS and D_LFCQS.

FORTRAN 77 Interface

Single: CALL LFCQS (N, A, LDA, NCODA, FACT, LDFACT, RCOND)
Double: The double precision name is DLFCQS.
Description

Routine LFCQS computes an R'R Cholesky factorization and estimates the condition number of a
real symmetric positive definite band coefficient matrix. R is an upper triangular band matrix.

The L, condition number of the matrix 4 is defined to be «(4) = ||4]|, 4™ ||, Since it is expensive to

compute ||4” ||, the condition number is only estimated. The estimation algorithm is the same as
used by LINPACK and is described by Cline et al. (1979).

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in 4 can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system.

LFCQS fails if any submatrix of R is not positive definite or if R has a zero diagonal element.
These errors occur only if 4 is very close to a singular matrix or to a matrix which is not positive
definite.

The R'R factors are returned in a form that is compatible with routines LF1QS, LFSQS and LFDQS.
To solve systems of equations with multiple right-hand-side vectors, use LECQS followed by either
LFIQS or LFSQS called once for each right-hand side. The routine LEDQS can be called to compute
the determinant of the coefficient matrix after LFCQS has performed the factorization.

LFCQs is based on the LINPACK routine SPBCO; see Dongarra et al. (1979).
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Comments

1.

Example

Workspace may be explicitly provided, if desired, by use of L2cQs/pL2cQs. The
reference is:

CALL L2CQS (N, A, LDA, NCODA, FACT, LDFACT, RCOND, WK)

The additional argument is:
WK — Work vector of length N.

Informational errors

Type Code
3 3 The input matrix is algorithmically singular.
4 2 The input matrix is not positive definite.

The inverse of a 4 x 4 symmetric positive definite band matrix with one codiagonal is computed.
LFCQs is called to factor the matrix and to check for nonpositive definiteness or ill-conditioning.
LFIQS is called to determine the columns of the inverse.

USE LFCQS_INT
USE LFIQS INT
USE UMACH_INT
USE WRRRN_INT

Declare variables

INTEGER 1LDA, LDFACT, N, NCODA, NOUT
PARAMETER (LDA=2, LDFACT=2, N=4, NCODA=1)

REAL

A(LDA,N), AINV(N,N), RCOND, FACT (LDFACT,N), &
RES (N), RJ(N)

Set values for A in band symmetric form

A =
(

0.0 1.0 1.0 1.0)
2.0 2.5 2.5 2.0 )

DATA A/0.0, 2.0, 1.0, 2.5, 1.0, 2.5, 1.0, 2.0/

Factor the matrix A

CALL LFCQS (A, NCODA, FACT, RCOND)

Set up the columns of the identity
matrix one at a time in RJ

RJ = 0.0EO

DO 10

J=1, N

RJ(J) = 1.0EO0

RJ is the J-th column of the identity
matrix so the following LFIQS
reference places the J-th column of
the inverse of A in the J-th column
of AINV

CALL LFIQS (A, NCODA, FACT, RJ, AINV(:,J), RES)
RJ(J) = 0.0EO

10 CONTINUE
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CALL UMACH (2, NOUT
WRITE (NOUT, 99999)
CALL WRRRN ("AINV',

)

RCOND,

AINV)

Print the results

99999 FORMAT (’ RCOND = ',F5.3,/,'

END
Output
RCOND = 0.160
L1l Condition number = 6.
AINV
1 2
1 0.6667 -0.3333
2 -0.3333 0.6667
3 0.1667 -0.3333
4 -0.0833 0.1667

239

0.1667
-0.3333
0.6667
-0.3333

-0.
.1667
-0.
.6667

1.0E0/RCOND

Ll Condition number =

0833

3333

",F6.3)

LFTQS

Computes the R'R Cholesky factorization of a real symmetric positive definite matrix in band

symmetric storage mode.

Required Arguments

A — NCcoDA + 1 by N array containing the N by N positive definite band coefficient matrix in

band symmetric storage mode to be factored. (Input)

NCODA — Number of upper codiagonals of A. (Input)

FACT — NcoDa + 1 by N array containing the R" R factorization of the matrix a. (Output)
If A s not needed, A and FACT can share the same storage locations.

Optional Arguments

N — Order of the matrix. (Input)

Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling

program. (Input)

Default: DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFTQS

(A, NCODA, FACT [, ..
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Specific: The specific interface names are S_LFTQS and D_LFTQS.

FORTRAN 77 Interface

Single: CALL LFTQS (N, A, LDA, NCODA, FACT, LDFACT)
Double: The double precision name is DLFTQS.
Description

Routine LFTQS computes an R'R Cholesky factorization of a real symmetric positive definite
band coefficient matrix. R is an upper triangular band matrix.

LFTQS fails if any submatrix of R is not positive definite or if R has a zero diagonal element.
These errors occur only if 4 is very close to a singular matrix or to a matrix which is not positive
definite.

The R R factors are returned in a form that is compatible with routines LFIQS, LFSQS and LEDQS.
To solve systems of equations with multiple right hand-side vectors, use LETQS followed by either
LFIQS or LFSQS called once for each right-hand side. The routine LFDQS can be called to compute
the determinant of the coefficient matrix after LETQS has performed the factorization.

LFTQS is based on the LINPACK routine CPBFA; see Dongarra et al. (1979).

Comments

Informational error

Type Code
4 2 The input matrix is not positive definite.
Example

The inverse of a 3 x 3 matrix is computed. LETQS is called to factor the matrix and to check for
nonpositive definiteness. LESQS is called to determine the columns of the inverse.

USE LFTQS INT
USE WRRRN INT
USE LFSQS INT
Declare variables

INTEGER LDA, LDFACT, N, NCODA
PARAMETER (LDA=2, LDFACT=2, N=4, NCODA=1)
REAL A(LDA,N), AINV(N,N), FACT(LDFACT,N), RJ(N)

Set values for A in band symmetric form

A =
(

)

0.0 1.0 1.0 1.0
2.0 2.5 2.5 2.0 )

DATA A/0.0, 2.0, 1.0, 2.5, 1.0, 2.5, 1.0, 2.0/
Factor the matrix A
CALL LFTQS (A, NCODA, FACT)
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Set up the columns of the identity
matrix one at a time in RJ
RJ = 0.0EO
DO 10 J=1, N
RJ(J) = 1.0EO
RJ is the J-th column of the identity
matrix so the following LFSQS
reference places the J-th column of
the inverse of A in the J-th column
of AINV
CALL LFSQS (FACT, NCODA, RJ, AINV(:,J))
RJ(J) = 0.0EO
10 CONTINUE
Print the results
CALL WRRRN (’AINV’, AINV, ITRING=1)
END

Output

AINV
1 2 3 4
0.6667 -0.3333 0.1667 -0.0833
0.6667 -0.3333 0.1667
0.6667 -0.3333
0.6667

LFSQS

Solves a real symmetric positive definite system of linear equations given the factorization of the
coefficient matrix in band symmetric storage mode.

Required Arguments

FACT — NcoDa + 1 by N array containing the R" R factorization of the positive definite band
matrix A in band symmetric storage mode as output from subroutine LFCQS/DLFCQS or
LFTQS/DLFTQS. (Input)

NCODA — Number of upper codiagonals of 2. (Input)
B — Vector of length N containing the right-hand side of the linear system. (Input)

X — Vector of length N containing the solution to the linear system. (Output)
If B is not needed, B and X an share the same storage locations.

Optional Arguments

N — Number of equations. (Input)
Default: N = size (FACT,2).
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LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFSQS (FACT, NCODA,B,X [,..])

Specific: The specific interface names are S_LFSQS and D_LFSQS.

FORTRAN 77 Interface

Single: CALL LFSQS (N, FACT, LDFACT, NCODA, B, X)
Double: The double precision name is DLFSQS.
Description

This routine computes the solution for a system of linear algebraic equations having a real
symmetric positive definite band coefficient matrix. To compute the solution, the coefficient
matrix must first undergo an R" R factorization. This may be done by calling either LFCQS or
LETQS. R is an upper triangular band matrix.

The solution to Ax = b is found by solving the triangular systems RTy =band Rx =y.

LFSQs and LFIQS both solve a linear system given its R" R factorization. LFT0S generally takes
more time and produces a more accurate answer than LFSQS. Each iteration of the iterative
refinement algorithm used by LFI0S calls LFSQS.

LFSQS is based on the LINPACK routine SPBSL; see Dongarra et al. (1979).

Comments

Informational error

Type Code
4 1 The factored matrix is singular.
Example

A set of linear systems is solved successively. LETQS is called to factor the coefficient matrix.
LFSQS is called to compute the four solutions for the four right-hand sides. In this case the
coefficient matrix is assumed to be well-conditioned and correctly scaled. Otherwise, it would be
better to call LFCQS to perform the factorization, and LFIQS to compute the solutions.

USE LFSQS INT
USE LFTQS INT
USE WRRRN INT
! Declare variables
INTEGER LDA, LDFACT, N, NCODA
PARAMETER (LDA=3, LDFACT=3, N=4, NCODA=2)
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Sw N

REAL A(LDA,N), B(N,4), FACT(LDFACT,N), X(N,4)

Set values for A in band symmetric form, and B

A= ( 0.0 0.0 -1.0 1.0 )

B=( 4.0 -3.0 9.0 -1.0)
( 6.0 10.0 29.0 3.0 )
(15.0 12.0 11.0 6.0 )
(-7.0 1.0 14.0 2.0 )

DATA A/2*0.0, 2.0, 2*0.0, 4.0, -1.0, 2.0, 7.0, 1.0, -1.0, 3.0/
DATA B/4.0, 6.0, 15.0, -7.0, -3.0, 10.0, 12.0, 1.0, 9.0, 29.0,s&
11.0, 14.0, -1.0, 3.0, 6.0, 2.0/
Factor the matrix A
CALL LFTQS (A, NCODA, FACT)
Compute the solutions
DO 10 1I=1, 4
CALL LFSQS (FACT, NCODA, B(:,I), X(:,I))
10 CONTINUE
Print solutions
CALL WRRRN (’X’, X)

END
Output
X
1 2 3 4
3.000 -1.000 5.000 0.000
1.000 2.000 6.000 0.000
2.000 1.000 1.000 1.000
-2.000 0.000 3.000 1.000

LFIQS

Uses iterative refinement to improve the solution of a real symmetric positive definite system of
linear equations in band symmetric storage mode.

Required Arguments

A — NcoDa + 1 by N array containing the N by N positive definite band coefficient matrix in
band symmetric storage mode. (Input)

NCODA — Number of upper codiagonals of 2. (Input)

FACT — NcoDA + 1 by N array containing the R" R factorization of the matrix A from routine
LFCQS/DLFCQS or LETQS/DLFTQS. (Input)
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B — Vector of length N containing the right-hand side of the linear system. (Input)
X — Vector of length N containing the solution to the system. (Output)

RES — Vector of length N containing the residual vector at the improved solution. (Output)

Optional Arguments

N — Number of equations. (Input)
Default: N = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of

the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFIQS (A, NCODA, FACT, B, X, RES [,..])

Specific: The specific interface names are S_LFIQS and D_LFIQS.

FORTRAN 77 Interface

Single: CALL LFIQS (N, A, LDA, NCODA, FACT, LDFACT, B, X, RES)
Double: The double precision name is DLFIQS.
Description

Routine LF10S computes the solution of a system of linear algebraic equations having a real
symmetric positive-definite band coefficient matrix. Iterative refinement is performed on the
solution vector to improve the accuracy. Usually almost all of the digits in the solution are
accurate, even if the matrix is somewhat ill-conditioned.

To compute the solution, the coefficient matrix must first undergo an R" R factorization. This may
be done by calling either IMSL routine LECQS or LETQS.

Iterative refinement fails only if the matrix is very ill-conditioned.

LFI0s and LFSQS both solve a linear system given its R" R factorization. LFT0S generally takes
more time and produces a more accurate answer than LFSQS. Each iteration of the iterative
refinement algorithm used by LFIQS calls LFSQS.
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Comments

Informational error

Type Code
3 4 The input matrix is too ill-conditioned for iterative refinement to be
effective.
Example

A set of linear systems is solved successively. The right-hand-side vector is perturbed after solving
the system each of the first two times by adding 0.5 to the second element.

USE LFIQS INT
USE UMACH_INT
USE LFCQS INT
USE WRRRN_INT
Declare variables

INTEGER 1LDA, LDFACT, N, NCODA, NOUT

PARAMETER (LDA=2, LDFACT=2, N=4, NCODA=1)

REAL A(LDA,N), B(N), RCOND, FACT(LDFACT,N), RES(N,3),&
X (N, 3)

Set values for A in band symmetric form, and B

A= ( 0.0 1.0 1.0 1.0)
(2.0 2.5 2.5 2.0 )
B=( 3.0 5.0 7.0 4.0 )

DATA A/0.0, 2.0, 1.0, 2.5, 1.0, 2.5, 1.0, 2.0/
DATA B/3.0, 5.0, 7.0, 4.0/
Factor the matrix A
CALL LFCQS (A, NCODA, FACT, RCOND)
Print the estimated condition number
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) RCOND, 1.0E0/RCOND
Compute the solutions
DO 10 1I=1, 3
CALL LFIQS (A, NCODA, FACT, B, X(:,I), RES(:,I))
B(2) = B(2) + 0.5EO0
10 CONTINUE
Print solutions and residuals
CALL WRRRN (’X’, X)
CALL WRRRN (’RES’, RES)

99999 FORMAT (' RCOND = ’,F5.3,/,’ L1 Condition number = ’,F6.3)

END
Output
RCOND = 0.160
L1l Condition number = 6.239
X
1 2 3
1 1.167 1.000 0.833
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2 0.667 1.000 1.333
3 2.167 2.000 1.833
4 0.917 1.000 1.083
RES

1 2 3
1 7.947E-08 0.000E+00 9.934E-08
2 7.947E-08 0.000E+00 3.974E-08
3 7.947E-08 0.000E+00 1.589E-07
4 -3.974E-08 0.000E+00 7.947E-08

LFDQS

Computes the determinant of a real symmetric positive definite matrix given the R'R Cholesky
factorization of the band symmetric storage mode.

Required Arguments

FACT — ncobpa + 1 by N array containing the R" R factorization of the positive definite band
matrix, A, in band symmetric storage mode as output from subroutine LECQS/DLFCQS
or LETQS/DLFTQS. (Input)

NCODA — Number of upper codiagonals of 2. (Input)

DET1 — Scalar containing the mantissa of the determinant. (Output)
The value DET1 is normalized so that 1.0 < |pDET1| < 10.0 or DET1 = 0.0.

DET2 — Scalar containing the exponent of the determinant. (Output)
The determinant is returned in the form det(4) = pET1 * 10PET2,

Optional Arguments
N — Number of equations. (Input)
Default: N = size (FACT,2).

LDFACT — Leading dimension of FACT exactly as specified in the dimension statement of
the calling program. (Input)
Default: LDFACT = size (FACT,1).

FORTRAN 90 Interface

Generic: CALL LFDQS (FACT, NCODA, DET1, DET2 [,..])

Specific: The specific interface names are S_LFDQS and D_LFDQS.

FORTRAN 77 Interface

Single: CALL LFDQS (N, FACT, LDFACT, NCODA, DET1, DET2)
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Double: The double precision name is DLEDQS.

Description

Routine LFDQS computes the determinant of a real symmetric positive-definite band coefficient
matrix. To compute the determinant, the coefficient matrix must first undergo an R'R
factorization. This may be done by calling either IMSL routine LFCQS or LETQS. The formula
det A =det R"det R = (det R” is used to compute the determinant. Since the determinant of a
triangular matrix is the product of the diagonal elements,

detR=[]" R,

LFDQS is based on the LINPACK routine SPBDI; see Dongarra et al. (1979).

Example
The determinant is computed for a real positive definite 4 x 4 matrix with 2 codiagonals.

USE LFDQS INT
USE LFTQS INT
USE UMACH_ INT
! Declare variables

INTEGER LDA, LDFACT, N, NCODA, NOUT
PARAMETER (LDA=3, N=4, LDFACT=3, NCODA=2)
REAL A(LDA,N), DET1, DET2, FACT (LDFACT,N)

Set values for A in band symmetric form

= ( 0.0 0.0 1.0 -2.0)
( 0.0 2.0 1.0 3.0 )
( 7.0 6.0 6.0 8.0 )

b

DATA A/2*0.0, 7.0, 0.0, 2.0, 6.0, 1.0, 1.0, 6.0, -2.0, 3.0, 8.0/
! Factor the matrix
CALL LFTQS (A, NCODA, FACT)
! Compute the determinant
CALL LFDQS (FACT, NCODA, DET1, DETZ2)
! Print results
CALL UMACH (2, NOUT)
WRITE (NOUT,99999) DET1, DET2
|
99999 FORMAT ('’ The determinant of A is ’,F6.3,’ * 10**’,F2.0)
END

Output

The determinant of A is 1.186 * 10**3.

LSLTQ

Solves a complex tridiagonal system of linear equations.
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Required Arguments

C — Complex vector of length N containing the subdiagonal of the tridiagonal matrix in c(2)
through c(v). (Input/Output)
On output C is destroyed.

D — Complex vector of length N containing the diagonal of the tridiagonal matrix.
(Input/Output)
On output D is destroyed.

E — Complex vector of length N containing the superdiagonal of the tridiagonal matrix in
E(1) through E(N — 1). (Input/Output)

On output E is destroyed.

B — Complex vector of length N containing the right-hand side of the linear system on entry
and the solution vector on return. (Input/Output)

Optional Arguments

N — Order of the tridiagonal matrix. (Input)
Default: n = size (C,1).

FORTRAN 90 Interface

Generic: CALL LSLTQ (C,D,E,B [,..])

Specific: The specific interface names are S_LSLTQ and D_LSLTQ.

FORTRAN 77 Interface

Single: CALL LSLTQ (N,C,D,E,B)
Double: The double precision name is DLSLTQ.
Description

Routine 1.sL.TQ factors and solves the complex tridiagonal linear system Ax = b. LSLTQ is intended
just for tridiagonal systems. The coefficient matrix does not have to be symmetric. The algorithm
is Gaussian elimination with pivoting for numerical stability. See Dongarra et al. (1979),
LINPACK subprograms CGTSL/ZGTSL, for details. When computing on vector or parallel
computers the cyclic reduction algorithm, 1.S1.CQ, should be considered as an alternative method
to solve the system.

320 e Chapter 1: Linear Systems Fortran Numerical MATH LIBRARY



Comments

Informational error

Type Code
4 2 An element along the diagonal became exactly zero during execution.
Example

A system of n = 4 linear equations is solved.

USE LSLTQ INT
USE WRCRL_INT
! Declaration of variables
INTEGER N
PARAMETER (N=4)

COMPLEX B(N), C(N), D(N), E(N)
CHARACTER CLABEL(1)*6, FMT*8, RLABEL(1)*4

DATA FMT/' (E13.6)'/

DATA CLABEL/’NUMBER’/

DATA RLABEL/’NONE’/
C(*), D(*), E(*) and B(*)
contain the subdiagonal,
diagonal, superdiagonal and
right hand side.

DATA C/(0.0,0.0), (-9.0,3.0), (2.0,7.0), (7.0,-4.0)/

DATA D/ (3.0,-5.0), (4.0,-9.0), (-5.0,-7.0), (-2.0,-3.0)/

DATA E/(-9.0,8.0), (1.0,8.0), (8.0,3.0), (0.0,0.0)/

DATA B/ (-16.0,-93.0), (128.0,179.0), (-60.0,-12.0), (9.0,-108.0)/

CALL LSLTQ (C, D, E, B)
! Output the solution.
CALL WRCRL (’Solution:’, B, RLABEL, CLABEL, 1, N, 1, FMT=FMT)

END
Output
Solution:
1 2
(-0.400000E+01,-0.700000E+01) (-0.700000E+01, 0.400000E+01)
3 4

( 0.700000E+01,-0.700000E+01) ( 0.900000E+01, 0.200000E+01)

LSLCQ

Computes the LDU factorization of a complex tridiagonal matrix 4 using a cyclic reduction
algorithm.
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Required Arguments

C — Complex array of size 2N containing the upper codiagonal of the N by N tridiagonal
matrix in the entries c(1), ..., c(N — 1). (Input/Output)

A — Complex array of size 2N containing the diagonal of the N by N tridiagonal matrix in the
entries A(1), ..., A(N). (Input/Output)

B — Complex array of size 2N containing the lower codiagonal of the N by N tridiagonal
matrix in the entries B(1), ..., B(N — 1). (Input/Output)

Y — Complex array of size 2N containing the right-hand side of the system 4x =y in the order
¥(1),...,Y(N). (Input/Output)
The vector x overwrites Y in storage.

U — Real array of size 2N of flags that indicate any singularities of A. (Output)
A value U(T) = 1. means that a divide by zero would have occurred during the
factoring. Otherwise U(1) = 0.

IR — Array of integers that determine the sizes of loops performed in the cyclic reduction
algorithm. (Output)

IS — Array of integers that determine the sizes of loops performed in the cyclic reduction
algorithm. (Output)
The sizes of these arrays must be at least log,(N) + 3.

Optional Arguments

N — Order of the matrix. (Input)
N must be greater than zero.
Default: n = size (C,1).

1JOB — Flag to direct the desired factoring or solving step. (Input)
Default: 1J0B =1.

1J0B Action
1 Factor the matrix 4 and solve the system 4x = y, where y is stored in
array Y.
2 Do the solve step only. Use y from array Y. (The factoring step has

already been done.)

Factor the matrix 4 but do not solve a system.

4 Same meaning as with the value 1J0B = 3. For efficiency, no error
checking is done on the validity of any input value.

w

FORTRAN 90 Interface

Generic: CALL LSLCQ (C,A,B,Y,U, IR, IS [,..])
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Specific: The specific interface names are S_LSLCQ and D_LSLCQ.

FORTRAN 77 Interface

Single: CALL LSLCQ (N,C,A, B, IJOB,Y,U, IR, IS)
Double: The double precision name is DLSLCQ.
Description

Routine LsLCQ factors and solves the complex tridiagonal linear system Ax = y. The matrix is
decomposed in the form 4 = LDU, where L is unit lower triangular, U is unit upper triangular, and
D is diagonal. The algorithm used for the factorization is effectively that described in Kershaw
(1982). More details, tests and experiments are reported in Hanson (1990).

LSLCQ is intended just for tridiagonal systems. The coefficient matrix does not have to be
Hermitian. The algorithm amounts to Gaussian elimination, with no pivoting for numerical
stability, on the matrix whose rows and columns are permuted to a new order. See Hanson (1990)
for details. The expectation is that LsL.cQ will outperform either LSLTQ or LSLOB on vector or
parallel computers. Its performance may be inferior for small values of n, on scalar computers, or
high-performance computers with non-optimizing compilers.

Example

A real skew-symmetric tridiagonal matrix, 4, of dimension n = 1000 is given by ¢, = —k, a; =0,
and b=k, k=1, ...,n—1, a, = 0. This matrix will have eigenvalues that are purely imaginary.
The eigenvalue closest to the imaginary unit is required. This number is obtained by using inverse
iteration to approximate a complex eigenvector y. The eigenvalue is approximated by

A= yH Ay/yH v. (This example is contrived in the sense that the given tridiagonal skew-symmetric
matrix eigenvalue problem is essentially equivalent to the tridiagonal symmetic eigenvalue
problem where the ¢ = k and the other data are unchanged.)

USE LSLCQ INT
USE UMACH_INT
Declare variables
INTEGER LP, N, N2
PARAMETER (LP=12, N=1000, N2=2*N)

INTEGER I, IJOB, IR(LP), IS(LP), K, NOUT
REAL AIMAG, U(N2)
COMPLEX A(N2), B(N2), C(N2), CMPLX, CONJG, S, T, Y(N2)

INTRINSIC AIMAG, CMPLX, CONJG
Define entries of skew-symmetric
matrix, A:

DO 10 I=1, N - 1

C(I) = -1
This amounts to subtracting the
positive imaginary unit from the
diagonal. (The eigenvalue closest
to this value is desired.)

A(I) = CMPLX(0.EO0,-1.0EO)
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! This initializes the approximate

! eigenvector.
Y(I) = 1.EO
10 CONTINUE
A(N) = CMPLX(0.E0,-1.0EQ)
Y(N) = 1.EO
! First step of inverse iteration
! follows. Obtain decomposition of
! matrix and solve the first system:
IJOB = 1

CALL LSLCQ (C, A, B, Y, U, IR, IS, N=N, IJOB=IJOB)

Next steps of inverse iteration
follow. Solve the system again with
the decomposition ready:
IJOB = 2
DO 20 K=1, 3
CALL LSLCQ (C, A, B, Y, U, IR, IS, N=N, IJOB=IJOB)
20 CONTINUE

Compute the Raleigh quotient to
estimate the eigenvalue closest to
the positive imaginary unit. After
the approximate eigenvector, vy, 1is
computed, the estimate of the
eigenvalue is ctrans(y) *A*y/t,
where t = ctrans(y)*y.

S = -CONJG(Y (1)) *Y(2)

T = CONJG(Y (1)) *Y (1)

DO 30 I=2, N -1
S =S 4+ CONJIG(Y(I))*((I-1)*Y(I-1)-I*Y(I+1))
T =T + CONJG(Y(I))*Y(I)

30 CONTINUE

S =S 4+ CONJG(Y (N))* (N-1)*Y(N-1)

T =T + CONJG(Y (N)) *Y (N)

S = s/T

CALL UMACH (2, NOUT)

WRITE (NOUT,*) '’ The value of n is: ", N

WRITE (NOUT,*) ’ Value of approximate imaginary eigenvalue:’, &

AIMAG (S)
STOP
END
Output
The value of n is: 1000
Value of approximate imaginary eigenvalue: 1.03811

LSACB

Solves a complex system of linear equations in band storage mode with iterative refinement.
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Required Arguments

A — Complex NLCA + NUCA + 1 by N array containing the N by N banded coefficient matrix in
band storage mode. (Input)

NLCA — Number of lower codiagonals of A. (Input)
NUCA — Number of upper codiagonals of 2. (Input)
B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)

Optional Arguments
N — Number of equations. (Input)
Default: § = size (3,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX = B is solved.
IPATH = 2 means the system A’X = B is solved.
Default: 1PATH = 1.

FORTRAN 90 Interface

Generic: CALL LSACB (A, NLCA, NUCA, B, X [,..])

Specific: The specific interface names are S_LSACB and D_LSACB.

FORTRAN 77 Interface

Single: CALL LSACB (N, A, LDA, NLCA, NUCA, B, IPATH, X)
Double: The double precision name is DLSACB.
Description

Routine LSACB solves a system of linear algebraic equations having a complex banded coefficient
matrix. It first uses the routine LECCB to compute an LU factorization of the coefficient matrix and
to estimate the condition number of the matrix. The solution of the linear system is then found
using the iterative refinement routine LEICB.
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LSACB fails if U, the upper triangular part of the factorization, has a zero diagonal element or if the
iterative refinement algorithm fails to converge. These errors occur only if A is singular or very
close to a singular matrix.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A can cause very large changes in the
solution x. Iterative refinement can sometimes find the solution to such a system. LSACB solves the
problem that is represented in the computer; however, this problem may differ from the problem
whose solution is desired.

Comments

1. Workspace may be explicitly provided, if desired, by use of L2ACB/DL2ACB. The
reference is:

CALL L2ACB (N, A, LDA, NLCA, NUCA, B, IPATH, X, FACT, IPVT, WK)

The additional arguments are as follows:

FACT — Complex work vector of length (2 * NLCA + NUCA + 1) * N containing the
LU factorization of A on output.

IPVT — Integer work vector of length N containing the pivoting information for the
LU factorization of A on output.

WK — Complex work vector of length N.

2. Informational errors
Type Code
3 3 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2ACB the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of 1vAL(4). The values IVAL(3) and IVAL(4) are
temporarily replaced by 1vAL(1) and TVAL(2), respectively, in LSACB.
Additional memory allocation for FACT and option value restoration are done
automatically in LSACB. Users directly calling L.2ACB can allocate additional
space for FACT and set TVAL(3) and TVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSACB or L2ACB. Default values for the option are
1vaL(*)=1,16,0,1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSACB temporarily replaces IVAL(2) by IVAL(1). The
routine L2CCB computes the condition number if IVAL(2) = 2. Otherwise
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L2CCB skips this computation. LSACB restores the option. Default values for
the option are IVAL(*) = 1,2.

Example

A system of four linear equations is solved. The coefficient matrix has complex banded form with
one upper and one lower codiagonal. The right-hand-side vector b has four elements.

USE LSACB_INT
USE WRCRN_ INT

! Declare variables
INTEGER LDA, N, NLCA, NUCA
PARAMETER (LDA=3, N=4, NLCA=1, NUCA=1)
COMPLEX A(LDA,N), B(N), X (N)

Set values for A in band form, and B

A= ( 0.0+0.01i 4.0+40.01i -2.0+2.0i -4.0-1.01 )
(-2.0-3.01 -0.5+3.01i 3.0-3.01i 1.0-1.01)
( 6.0+1.01 1.0+1.0i 0.0+42.0i 0.040.01 )

B = (-10.0-5.01i 9.5+5.51 12.0-12.01i 0.0+8.01 )

DATA A/(0.0,0.0), (-2.0,-3.0), (6.0,1.0), (4.0,0.0), (-0.5,3.0),
(1.0,1.0), (-2.0,2.0), (3.0,-3.0), (0.0,2.0), (-4.0,-1.0),
(1.0,-1.0), (0.0,0.0)/
DATA B/ (-10.0,-5.0), (9.5,5.5), (12.0,-12.0), (0.0,8.0)/
! Solve A*X = B
CALL LSACB (A, NLCA, NUCA, B, X)
! Print results
CALL WRCRN (’X’, X, 1, N, 1)

&
&

END
Output
X
1 2 3 4
( 3.000, 0.000) (-1.000, 1.000) ( 3.000, 0.000) (-1.000, 1.000)

LSLCB

Solves a complex system of linear equations in band storage mode without iterative refinement.

Required Arguments

A — Complex NLCA + NUCA + 1 by N array containing the N by N banded coefficient matrix in
band storage mode. (Input)

NLCA — Number of lower codiagonals of A. (Input)

NUCA — Number of upper codiagonals of A. (Input)
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B — Complex vector of length N containing the right-hand side of the linear system. (Input)

X — Complex vector of length N containing the solution to the linear system. (Output)
If B is not needed, then B and X may share the same storage locations)

Optional Arguments
N — Number of equations. (Input)
Default: N = size (2,2).

LDA — Leading dimension of A exactly as specified in the dimension statement of the calling
program. (Input)
Default: DA = size (a,1).

IPATH — Path indicator. (Input)
IPATH = 1 means the system AX = B is solved.
IPATH = 2 means the system AX = B is solved.
Default: IpATH = 1.

FORTRAN 90 Interface

Generic: CALL LSLCB (A, NLCA, NUCA, B, X [,..])

Specific: The specific interface names are S_LSLCB and D_LSLCB.

FORTRAN 77 Interface

Single: CALL LSLCB (N, A, LDA, NLCA, NUCA, B, IPATH, X)
Double: The double precision name is DLSLCB.
Description

Routine L.SLCB solves a system of linear algebraic equations having a complex banded coefficient
matrix. It first uses the routine LECCB to compute an LU factorization of the coefficient matrix and
to estimate the condition number of the matrix. The solution of the linear system is then found
using LFSCB.

LSLCB fails if U, the upper triangular part of the factorization, has a zero diagonal element. This
occurs only if 4 is singular or very close to a singular matrix.

If the estimated condition number is greater than 1/e (where € is machine precision), a warning
error is issued. This indicates that very small changes in A can cause very large changes in the
solution x. If the coefficient matrix is ill-conditioned or poorly scaled, it is recommended that
LSACB be used.
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Comments

1. Workspace may be explicitly provided, if desired, by use of L2L.CB/DL2LCB The
reference is:

CALL L2LCB (N, A, LDA, NLCA, NUCA, B, IPATH, X, FACT, IPVT, WK)

The additional arguments are as follows:
FACT — (2 * NLCA + NUCA + 1) X N complex work array containing the LU
factorization of A on output. If A is not needed, A can share the first

(NLCA + NUCA + 1) * N locations with FACT.

IPVT — Integer work vector of length N containing the pivoting information for the
LU factorization of A on output.

WK — Complex work vector of length N.

2. Informational errors
Type Code
3 3 The input matrix is too ill-conditioned. The solution might not be
accurate.
4 2 The input matrix is singular.

3. Integer Options with Chapter 11 Options Manager

16  This option uses four values to solve memory bank conflict (access inefficiency)
problems. In routine L2L.CB the leading dimension of FACT is increased by
1vAL(3) when N is a multiple of TVAL(4). The values IVAL(3) and IVAL(4) are
temporarily replaced by 1vAL(1) and IVAL(2), respectively, in LSLCB.
Additional memory allocation for FACT and option value restoration are done
automatically in LSLCB. Users directly calling 1.21.CB can allocate additional
space for FACT and set 1VAL(3) and TVAL(4) so that memory bank conflicts no
longer cause inefficiencies. There is no requirement that users change existing
applications that use LSLCB or L2LCB. Default values for the option are
1vaL(*)=1,16,0,1.

17 This option has two values that determine if the L, condition number is to be
computed. Routine LSLCB temporarily replaces TVAL(2) by TVAL(1). The
routine L2CCB computes the condition number if TVAL(2) = 2. Otherwise L2CCB
skips this computation. LSLCB restores the option. Default values for the option
are IVAL(*) = 1,2.

Example

A system of four linear equations is solved. The coefficient matrix has complex banded form with
one upper and one lower codiagonal. The right-hand-side vector b has four elements.

USE LSLCB_INT
USE WRCRN_INT
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Declare variables

INTEGER LDA, N, NLCA, NUCA
PARAMETER (LDA=3, N=4, NLCA=1, NUCA=1l)
COMPLEX A(LDA,N), B(N), X(N)
|
! Set values for A in band form, and B
|
! A= ( 0.0+0.01i 4.0+40.0i -2.0+2.01 -4.0-1.01 )
! ( -2.0-3.01i -0.5+3.01i 3.0-3.01 1.0-1.01)
! ( 6.0+1.0i 1.0+1.0i 0.0+2.01i 0.0+40.01 )
|
! B = (-10.0-5.01i 9.5+5.51 12.0-12.01i 0.0+8.0i )
|
DATA A/(0.0,0.0), (-2.0,-3.0), (6.0,1.0), (4.0,0.0), (-0.5,3.0),&
(1.0,1.0), (-2.0,2.0), (3.0,-3.0), (0.0,2.0), (-4.0,-1.0),¢&
(1.0,-1.0), (0.0,0.0)/
DATA B/ (-10.0,-5.0), (9.5,5.5), (12.0,-12.0), (0.0,8.0)/
! Solve A*X = B
CALL LSLCB (A, NLCA, NUCA, B, X)
! Print results
CALL WRCRN (’X’', X, 1, N, 1)
!
END
Output
X
1 2 3 4
( 3.000, 0.000) (-1.000, 1.000) ( 3.000, 0.000) (-1.000, 1.000)

LFCCB

Computes the LU factoriza
condition number.

tion of a complex matrix in band storage mode and estimate its L,

Required Argumen