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#### Abstract

We consider an abstraction of programs which preserves affine assignments exactly while conservatively dealing with other assignments and ignoring conditions at branches. We present an interprocedural analysis of such abstracted programs which for every program point $v$ determines the set of all affine relations between program variables which are valid when reaching $v$. The runtime of this algorithm is linear in the program size and polynomial in the number of occurring variables. We extend this result to a polynomialtime algorithm which determines for every program point the set of all valid polynomial relations between program variables of bounded degree.


## 1. Introduction

Due to fundamental undecidability reasons, it is impossible to design an algorithm which, for every program determines whether or not a variable has a specific value whenever the program reaches a program point. This negative result, though, does not preclude techniques which obtain useful information about programs in many practical cases. A key idea is to abstract the program to be analyzed to a program which has a simpler semantics and thus is amenable to an algorithmic solution. In our case, this abstraction consists in replacing conditional branching with non-deterministic choice, i.e., by ignoring conditions at branches. Moreover, while preserving certain "tractable" assignments $\mathbf{x}_{j}:=t$, all others are replaced with nondeterministically assigning any value. One instance of this scheme has been considered in copy-constant propagation [5]. Here, the right-hand sides of the preserved assignments either consist of single constants or variables. Clearly, the necessary abstraction is severe and thus the quality of the resulting information quite limited. Therefore, various generalizations have been considered. In 1976, Karr proposes affine programs where arbitrary affine assignments such as $\mathbf{x}_{3}:=\mathbf{x}_{1}-3 \mathbf{x}_{2}+7$ are treated exactly [7]. In generalization
of these, Müller-Olm and Seidl consider polynomial programs where assignments with polynomial right-hand sides such as in $\mathbf{x}_{3}:=\mathbf{x}_{1} \mathbf{x}_{2}-2 \mathbf{x}_{3}+3$ are allowed [15].

Given an abstracted program, the goal is to compute precise information about the values of variables which means that the analysis should not introduce any further loss of precision. Various types of information about the values of variables are of interest. In the simplest case, we aim at detecting variables which definitely have a fixed value (say, 42) when reaching a program point. Related analyses are known as constant propagation. Or, we want to determine definite equalities between variables. In his seminal paper [7], Karr proposes, as a generalization of both questions, to search for arbitrary affine relations among variables. Such detailed information has many applications. It can be used, e.g., for triggering optimizing program transformations such as aggressive common sub-expression elimination. It is also detailed enough to infer or test program invariants in the context of program verification.

Karr presents an algorithm which determines for every program point the set of all valid affine relations. His algorithm is forward-propagating and uses a quite complicated subroutine to deal with assignments $\mathbf{x}_{j}:=t$ where the right-hand side depends on the variable $\mathbf{x}_{j}$ from the lefthand side. In [13], Müller-Olm et al. observe that checking a given affine relation for validity at a program point can be performed by a much simpler backward propagating algorithm which in turn is generalized to a backward propagating algorithm for checking arbitrary polynomial relations for polynomial programs in [15].

All these algorithms have been designed for intraprocedural analysis. Clearly, for copy constant propagation, the intraprocedural approach can be generalized to programs with procedures since the involved domain is finite [17]. Horwitz et al. also present a precise interprocedural constant propagation algorithm running in polynomial time if only assignments are treated exactly whose right-hand sides contain at most one occurrence of a variable [6].

Here, we present an algorithm which computes the set of all valid affine relations for arbitrary affine programs with


Figure 1. An example program.
procedures. Our algorithm is more general than Karr's as we allow procedures, and it is more general than those by Horwitz et al. since we consider arbitrary affine programs and infer more detailed information. Also, we extend our algorithm to compute for every program point of an affine program the set of all valid polynomial relations of degree bounded by some fixed $d$. The base algorithm as well as the extended algorithm runs in time linear in the program size and polynomial in the number of program variables.

The key observation onto which our algorithm is based is that the weakest precondition of an affine relation $a$ along a single run of the program can be determined by means of a linear transformation applied to $a$. The set of all linear transformations of a vector space again forms a vector space. We succeed in describing the effect of procedure calls by means of a finite-dimensional sub-space of linear transformations. The affine relation $a$ at a program point $u$ then turns out to be valid iff it is transformed into $\mathbf{0}$ by the vector space generated by the set of all linear transformations corresponding to reaching program runs. We conclude that the set of all valid affine relations can be computed as the set of solutions of an appropriate linear equation system.

The program in figure 1 illustrates the kind of properties our analyses can handle. It consists of two procedures Main and $P$. After memorizing the (unknown) initial value of variable $\mathbf{x}_{1}$ in variable $\mathbf{x}_{2}$ and initializing $\mathbf{x}_{3}$ by zero, Main calls $P$. Procedure $P$ can either terminate without changing any variable or call itself recursively. In the latter case, it increments $\mathbf{x}_{1}$ by $\mathbf{x}_{2}+1$ and $\mathbf{x}_{3}$ by 1 before the recursive call and decrements $\mathbf{x}_{1}$ by $\mathbf{x}_{2}$ afterwards. Therefore, the total effect of each instance of $P$ with a recursive call is to increment both $\mathbf{x}_{1}$ and $\mathbf{x}_{3}$ by one. Thus, upon termination of the call to $P$ in Main (i.e., at program point 3), $\mathbf{x}_{3}$ holds the number of recursive calls of $P$ and $\mathbf{x}_{1}$ the value $\mathbf{x}_{2}+\mathbf{x}_{3}$. Consequently, the final assignment in Main
always assigns zero to $\mathbf{x}_{1}$. More formally, this amounts to saying that the affine relation $\mathbf{x}_{1}-\mathbf{x}_{2}-\mathbf{x}_{3}=0$ is valid at program point 3 and that the affine relation $\mathbf{x}_{1}=0$ is valid at program point 4.

Another interesting relationship between the variables holds whenever $P$ is called. As mentioned, variable $\mathbf{x}_{3}$ counts the number of recursive calls, and, thus, how often $\mathbf{x}_{1}$ has been incremented by $\mathbf{x}_{2}+1$. Consequently, at any call to $P$ variable $\mathbf{x}_{1}$ holds the value $\mathbf{x}_{2}+\mathbf{x}_{3}\left(\mathbf{x}_{2}+1\right)=$ $\mathbf{x}_{2} \mathbf{x}_{3}+\mathbf{x}_{2}+\mathbf{x}_{3}$. This amounts to saying that the polynomial relation (of degree 2) $\mathbf{x}_{2} \mathbf{x}_{3}-\mathbf{x}_{1}+\mathbf{x}_{2}+\mathbf{x}_{3}=0$ is valid at program points 2,5 and 7 .

Our paper is organized as follows. In section 2, we formally introduce the programs to be analyzed together with their semantics. In section 3, we introduce affine relations, their weakest preconditions along a program run and explain our algorithm for this special case. In section 4, we generalize our approach to deal with arbitrary polynomial relations of bounded degree. In section 5, we extend our approach to procedures with local variables.

## 2. Affine Programs

We model programs by systems of non-deterministic flow graphs that can recursively call each other as in figure 1. Let $\mathbf{X}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right\}$ be the set of (global) variables the program operates on. We use $\mathbf{x}$ to denote the column vector ${ }^{1}$ of variables $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)^{\mathrm{t}}$. We assume that the variables take values in a fixed field $\mathbb{F}$. In practice, $\mathbb{F}$ is the field of rational or real numbers. Then a state assigning values to the variables is conveniently modeled by a $k$-dimensional (column) vector $x=\left(x_{1}, \ldots, x_{k}\right)^{\mathrm{t}} \in \mathbb{F}^{k}$; $x_{i}$ is the value assigned to variable $\mathbf{x}_{i}$. Note that we distinguish variables and their values by using a different font. For a state $x$, a variable $\mathbf{x}_{i}$ and a value $c \in \mathbb{F}$, we write $x\left[\mathbf{x}_{i} \mapsto c\right]$ for the state $\left(x_{1}, \ldots, x_{i-1}, c, x_{i+1}, \ldots, x_{k}\right)^{\mathrm{t}}$.

We assume that the basic statements in the program are either affine assignments of the form $\mathbf{x}_{j}:=t_{0}+\sum_{i=1}^{k} t_{i} \mathbf{x}_{i}$ (with $t_{i} \in \mathbb{F}$ for $i=0, \ldots, k$ and $\mathbf{x}_{j} \in \mathbf{X}$ ) or nondeterministic assignments of the form $\mathbf{x}_{j}:=$ ? (with $\mathbf{x}_{j} \in$ $\mathbf{X}$ ). Assignments $\mathbf{x}_{j}:=\mathbf{x}_{j}$ have no effect onto the program state. They are also called skip statements and omitted in pictures. Non-deterministic assignments $\mathbf{x}_{j}:=$ ? represent a safe abstraction of statements in a source program our analysis cannot handle precisely, for example of assignments $\mathbf{x}_{j}:=t$ with non-affine expressions $t$ or of read statements $\operatorname{read}\left(\mathbf{x}_{j}\right)$. Let Stmt be the set of basic statements.

A program comprises a finite set Proc of procedure names that contains a distinguished procedure Main. Execution starts with a call to Main. Each procedure name

[^0]$p \in$ Proc is associated with a control flow graph $G_{p}=$ ( $N_{p}, E_{p}, A_{p}, e_{p}, r_{p}$ ) that consists of:

- a set $N_{p}$ of program points;
- a set of edges $E_{p} \subseteq N_{p} \times N_{p}$;
- a mapping $A_{p}: E_{p} \rightarrow$ Stmt $\cup$ Proc that annotates each edge with a basic statement of the form described above or a procedure call;
- a special entry (or start) point $e_{p} \in N_{p}$; and
- a special return point $r_{p} \in N_{p}$.

We assume that the program points of different procedures are disjoint: $N_{p} \cap N_{q}=\emptyset$ for $p \neq q$. This can always be enforced by renaming program points.

We write $N$ for $\bigcup_{p \in \operatorname{Proc}} N_{p}, E$ for $\bigcup_{p \in \operatorname{Proc}} E_{p}$, and $A$ for $\bigcup_{p \in \operatorname{Proc}} A_{p}$. We agree that Base $=\{e \mid A(e) \in \operatorname{Stmt}\}$ is the set of base edges and Call ${ }_{p}=\{e \mid A(e) \equiv p\}$ is the set of edges that call procedure $p$.

The core part of our algorithm can be understood as a precise abstract interpretation of a constraint system characterizing the program executions that reach program points. We represent program executions or runs by sequences of affine assignments. Formally, a run $r$ is a finite sequence

$$
r \equiv s_{1} ; \ldots ; s_{m}
$$

of assignments $s_{i}$ of the form $\mathbf{x}_{j}:=t$ where $\mathbf{x}_{j} \in \mathbf{X}$ and $t \equiv t_{0}+\sum_{i=1}^{k} t_{i} \mathbf{x}_{i}$ for some $t_{0}, \ldots, t_{k} \in \mathbb{F}$. We write Runs for the set of runs. The set of runs reaching program point $u \in N$ can be characterized as the least solution of a system of subset constraints on run sets (see, e.g., [18] for a similar approach for explicitly parallel programs). We start by defining the program executions of base edges $e$ in isolation. If $e$ is annotated by an affine assignment, i.e., $A(e) \equiv \mathbf{x}_{j}:=t$, it gives rise to a single execution: $\mathbf{S}(e)=$ $\left\{\mathbf{x}_{j}:=t\right\}$. The effect of base edges $e$ annotated by a nondeterministic assignment $\mathbf{x}_{j}:=$ ? is captured by all runs that assign some value from $\mathbb{F}$ to $\mathbf{x}_{j}$ :

$$
\mathbf{S}(e)=\left\{\mathbf{x}_{j}:=c \mid c \in \mathbb{F}\right\}
$$

Thus, we capture the effect of non-deterministic assignments by collecting all constant refinements. Next, we characterize same-level runs. Same-level runs of procedures capture complete runs of procedures in isolation. As auxiliary sets we consider same-level runs to program nodes, i.e., those runs that reach a program point $u$ in a procedure $p$ from a call to $p$ on same-level, i.e., after all procedures called by $p$ have terminated. The same-level runs of procedures and program nodes are the smallest solution of
the constraint system $\mathbf{S}$ :
[S1] $\mathbf{S}(q) \supseteq \mathbf{S}\left(r_{q}\right)$
[S2] $\quad \mathbf{S}\left(e_{q}\right) \supseteq\{\varepsilon\}$
[S3] $\mathbf{S}(v) \supseteq \mathbf{S}(u) ; \mathbf{S}(e)$ if $e=(u, v) \in$ Base
$[\mathrm{S} 4] \quad \mathbf{S}(v) \supseteq \mathbf{S}(u) ; \mathbf{S}(p)$ if $e=(u, v) \in$ Call $_{p}$
where " $\varepsilon$ " denotes the empty run, and the operator ";" denotes concatenation of run sets. By [S1], the set of samelevel runs of a procedure $p$ comprises all same-level runs reaching the return point of $p$. By [S2], the set of same-level runs of the entry point of a procedure contains the empty run. By [S3] and [S4], a same-level run for a program point $v$ is obtained by considering an ingoing edge $e=(u, v)$. In both cases, we concatenate a same-level run reaching $u$ with a run corresponding to the edge. If $e$ is a base edge, we concatenate with an edge from $\mathbf{S}(e)$. If $e$ is a call to a procedure $p$, we take a same-level run of $p$.

Next, we characterize the runs that reach program points. They are the smallest solution of the constraint system $\mathbf{R}$ :

$$
\begin{array}{llll}
{[\mathrm{R} 1]} & \mathbf{R}(\text { Main }) \supseteq\{\epsilon\} & \\
{[\mathrm{R} 2]} & \mathbf{R}(p) & \supseteq \mathbf{R}(u) & \text { if }(u,-) \in \text { Call }_{p} \\
{[\mathrm{R} 3]} & \mathbf{R}(u) & \supseteq \mathbf{R}(p) ; \mathbf{S}(u) & \text { if } u \in N_{p}
\end{array}
$$

By [R1], the procedure Main $u$ is reachable by the empty path. By $[\mathrm{R} 2]$, every procedure $p$ is reachable by a path reaching a call of $p$. By [R3], we obtain a run reaching a program point $u$ from some procedure $p$, by composing a run reaching $p$ with a same-level run reaching $u$.

So far, we have furnished procedural flow graphs with a symbolic operational semantics only by describing the sets of sequences of assignments possibly reaching program points. Each of these runs, however, gives rise to a transformation of the underlying program state $x \in \mathbb{F}^{k}$. Every assignment statement $\mathbf{x}_{i}:=t$ induces a state transformation $\llbracket \mathbf{x}_{j}:=t \rrbracket: \mathbb{F}^{k} \rightarrow \mathbb{F}^{k}$ given by

$$
\llbracket \mathbf{x}_{j}:=t \rrbracket x=x\left[\mathbf{x}_{j} \mapsto t(x)\right],
$$

where $t(x)$ is the value of term $t$ in state $x$. This definition is inductively extended to runs: $\llbracket \varepsilon \rrbracket=\mathrm{Id}$, where Id is the identical mapping and $\llbracket r a \rrbracket=\llbracket a \rrbracket \circ \llbracket r \rrbracket$.

The state transformation of an affine assignment $\mathbf{x}_{j}:=$ $t_{0}+\sum_{i=1}^{k} t_{i} \mathbf{x}_{i}$ is an affine transformation. Hence, it can be written in the form $\llbracket \mathbf{x}_{j}:=t \rrbracket x=A x+b$ with a matrix $A \in \mathbb{F}^{k \times k}$ and a (column) vector $b \in \mathbb{F}^{k}$. More specifically, $A$ and $b$ have the form indicated below:

$$
A=\left(\begin{array}{c|c}
I_{j-1} & 0  \tag{1}\\
\hline t_{1} \ldots t_{k} \\
\hline 0 & I_{k-j}
\end{array}\right) \quad b=\left(\begin{array}{c}
0 \\
\hline t_{0} \\
\hline 0
\end{array}\right)
$$

Here, $I_{i}$ is the unit matrix with $i$ rows and columns and 0 denotes zero matrices and vectors of appropriate dimension. In $b, t_{0}$ appears as $j$-th component.

As a composition of affine transformations, the state transformer of a run is an affine transformation as well. For any run $r$, let $A_{r} \in \mathbb{F}^{k \times k}$ and $b_{r} \in \mathbb{F}^{k}$ be such that $\llbracket r \rrbracket x=A_{r} x+b_{r}$.

## 3. Affine Relations and Weakest Preconditions

An affine relation over a vector space $\mathbb{F}^{k}$ is an equation $a_{0}+a_{1} \mathbf{x}_{1}+\ldots a_{k} \mathbf{x}_{k}=0$ for some $a_{i} \in \mathbb{F}$. Geometrically, it can be viewed as a hyper-plane in the $k$-dimensional vector space $\mathbb{F}^{k}$. Such a relation can be represented as a polynomial of degree at most 1 (namely, the left-hand side) or, equivalently, as a column vector $a=\left(a_{0}, \ldots, a_{k}\right)^{\mathrm{t}}$. In particular, the set of all affine relations forms an $\mathbb{F}$-vector space which is isomorphic to $\mathbb{F}^{k+1}$. The vector $y \in \mathbb{F}^{k}$ satisfies the affine relation $a$ iff $a_{0}+a^{\prime} \cdot y=0$ where $a^{\prime}=\left(a_{1}, \ldots, a_{k}\right)^{\mathrm{t}}$ and "." denotes scalar product. We write $y \models a$ to denote this fact. Geometrically, this means that the point $y$ is an element of the hyper-plane $a$.

The affine relation $a$ is valid after a single run $r$ iff $a_{0}+a^{\prime} \cdot \llbracket r \rrbracket x=0$ for all $x \in \mathbb{F}^{k}$. ( $x$ represents the unknown initial state.) Thus, $a_{0}+a^{\prime} \cdot \llbracket r \rrbracket \mathbf{x}=0$ is the weakest precondition for validity of the affine relation $a$ after run $r$. We have

$$
\begin{gathered}
a_{0}+a^{\prime} \cdot \llbracket r \rrbracket \mathbf{x}=0 \\
\text { iff } \quad\left[\text { Choice of } A_{r} \text { and } b_{r}\right] \\
a_{0}+a^{\prime} \cdot\left(A_{r} \mathbf{x}+b_{r}\right)=0 \\
\text { iff } \quad[\text { Linearity, rearrangement }] \\
\quad\left(a_{0}+a^{\prime} \cdot b_{r}\right)+a^{\prime} \cdot A_{r} \mathbf{x}=0 \\
\text { iff } \quad\left[\text { Law } x \cdot A y=A^{\mathrm{t}} x \cdot y\right] \\
\quad\left(a_{0}+a^{\prime} \cdot b_{r}\right)+\left(A^{\mathrm{t}} a^{\prime}\right) \cdot \mathbf{x}=0
\end{gathered}
$$

From this characterization we see, that the weakest precondition is again an affine relation. Even better: The mapping that assigns each affine relation its weakest precondition before run $r$ is the linear map described by the following $(k+1) \times(k+1)$ matrix $W_{r}$ :

$$
W_{r}=\left(\begin{array}{c|c}
1 & b_{r}^{\mathrm{t}}  \tag{2}\\
\hline 0 & A_{r}^{\mathrm{t}}
\end{array}\right)
$$

This matrix provides us with a finite description of the weakest precondition transformer for affine relations of a single program execution $r$. Note that the only affine relation which is true for all program states is the relation $\mathbf{0}=(0, \ldots, 0)^{\mathrm{t}}$. Thus, the affine relation $a$ is valid after run $r$ iff $\quad W_{r} a=\mathbf{0}$.

The states that potentially occur at a program point $u \in$ $N$ are the states $\llbracket r \rrbracket x$ with $r \in \mathbf{R}(u)$ and $x \in \mathbb{F}^{k}$. Consequently, the affine relation $a$ is valid at a program point $u$, iff for all $x \in \mathbb{F}^{k}$ and $r \in \mathbf{R}(u), \llbracket r \rrbracket x \models a$ or, equivalently, $x \models W_{r} a$. Summarizing, we have:

Lemma 1 Let $\mathcal{W}=\left\{W_{r} \mid r \in \mathbf{R}(u)\right\}$. Then the affine relation $a \in \mathbb{F}^{k+1}$ is valid at program point $u$ iff $\quad W a=\mathbf{0}$ for all $W \in \mathcal{W}$.

Thus, the set $\mathcal{W}$ gives us a handle to solve the interprocedural validity problem of affine relations. The problem is that we do not know how to represent this set $\mathcal{W}$ in a finitary way - let alone how to compute it. In this place, we recall from linear algebra that the set of $(k+1) \times(k+1)$ matrices again forms an $\mathbb{F}$-vector space. The dimension of this vector space equals $(k+1)^{2}$. We observe:

Lemma 2 Let $M$ denote a set of $n \times n$ matrices.

- For every $W \in M$, the set $\{a \mid W a=\mathbf{0}\}$ forms $a$ sub-space of $\mathbb{F}^{n}$;
- As an intersection of vector spaces, the set $\{a \mid \forall W \in$ $M: W a=\mathbf{0}\}$ forms a sub-space of $\mathbb{F}^{n}$;
- For every $a \in \mathbb{F}^{n}$, the following two statements are equivalent:
- $W a=\mathbf{0} \quad$ for all $W \in M$;
- $W a=\mathbf{0} \quad$ for all $W \in \operatorname{Span}(M)$.

Here, $\operatorname{Span}(M)$ denotes the vector space generated by the elements in $M$, i.e., the vector space of all linear combinations of elements in $M$. We conclude that we can work with $\operatorname{Span}(\mathcal{W})$, i.e., the subspace of $\mathbb{F}^{(k+1) \times(k+1)}$ generated by $\mathcal{W}$ without loosing interesting information. As a sub-space of the vector space $\mathbb{F}^{(k+1) \times(k+1)}$ of dimension $(k+1)^{2}, \mathbf{S p a n}(\mathcal{W})$ can be described by a basis of at most $(k+1)^{2}$ matrices. Indeed, due to the special form of the matrices $W_{r}$ - in the first column all but the first entry are zero- $\operatorname{Span}(\mathcal{W})$ can have at most dimension $k^{2}+k+1$. Based on this observation, we determine the set of all valid affine relations at program point $u$ as follows:

Theorem 1 Assume we are given a basis $B$ for the set $\boldsymbol{\operatorname { S p a n }}\left(\left\{W_{r} \mid r \in \mathbf{R}(u)\right\}\right)$. Then we have:

1. $a \in \mathbb{F}^{k+1}$ is valid at program point $u$ iff $W a=\mathbf{0}$ for all $W \in B$;
2. A basis for the sub-space of all affine relations valid at program point $u$ can be computed in time $\mathcal{O}\left(k^{5}\right)$.

By statement 1 of Theorem 1, the affine relation $a$ is valid at $u$ iff $a$ is a solution of the equation system:

$$
\sum_{j=0}^{k} w_{i j} \mathbf{a}_{j}=0
$$

for each matrix $W=\left(w_{i j}\right) \in B$ and $i=0, \ldots, k$.

The basis $B$ contains at most $\mathcal{O}\left(k^{2}\right)$ matrices each of which contributes $k+1$ equations. Thus, we must determine, the solution of an equation system with $\mathcal{O}\left(k^{3}\right)$ equations over $k+1$ variables. This can be done, e.g., by Gaussian elimination, in time $\mathcal{O}\left(k^{5}\right)$ - giving us the complexity stated in the theorem.

So, we are left with the task to compute, for every program point $u, \mathbf{S p a n}\left(\left\{W_{r} \mid r \in \mathbf{R}(u)\right\}\right)$. Our goal therefore is to abstract sets of program executions to subspaces of $\mathbb{F}^{(k+1) \times(k+1)}$. Recall that the set of subspaces of a finite-dimensional $\mathbb{F}$-vector space $V$ forms a complete lattice (w.r.t. the ordering set inclusion) where the least element is given by the 0 -dimensional vector space consisting of the 0 -vector only. In particular, the least upper bound of two spaces $V_{1}, V_{2}$ is given by:

$$
\begin{aligned}
V_{1} \sqcup V_{2} & =\operatorname{Span}\left(V_{1} \cup V_{2}\right) \\
& =\left\{c_{1} v_{1}+c_{2} v_{2} \mid c_{i} \in \mathbb{F}, v_{i} \in V_{i}\right\}
\end{aligned}
$$

The height of this complete lattice, i.e., the maximal length of a strictly increasing chain, equals the dimension of $V$.

The desired abstraction of run sets is described by the mapping $\alpha: 2^{\text {Runs }} \rightarrow \mathbf{S u b}\left(\mathbb{F}^{(k+1) \times(k+1)}\right):$

$$
\alpha(R)=\mathbf{S p a n}\left(\left\{W_{r} \mid r \in R\right\}\right)
$$

Thus, we have:

$$
\begin{aligned}
\alpha(\emptyset) & =\mathbf{S p a n}(\emptyset)=\{\mathbf{0}\} \\
\alpha(\{r\}) & =\boldsymbol{\operatorname { S p a n }}\left(\left\{W_{r}\right\}\right)
\end{aligned}
$$

for a single run $r$. In particular by equation (2),

$$
\alpha(\{\epsilon\})=\operatorname{Span}\left(\left\{I_{k+1}\right\}\right)
$$

because $A_{\varepsilon}=I_{k}$ and $b_{\varepsilon}=\mathbf{0}$.
The mapping $\alpha$ is monotonic (w.r.t. subset ordering on sets of runs and subspaces.) Moreover, it commutes with arbitrary unions. It remains to show that the desired values can be computed by abstracting the constraint systems for same-level and reaching run sets. In particular, we need an abstract version of the concatenation of run sets. For $M_{1}, M_{2} \subseteq \mathbb{F}^{(k+1)^{2}}$, we define:

$$
M_{1} \circ M_{2}=\operatorname{Span}\left(\left\{A_{1} A_{2} \mid A_{i} \in M_{i}\right\}\right)
$$

First of all, we observe:
Lemma 3 For all sets of matrices $M_{1}, M_{2}$,

$$
\operatorname{Span}\left(M_{1}\right) \circ \mathbf{S p a n}\left(M_{2}\right)=M_{1} \circ M_{2} .
$$

Proof: Observe first that $\operatorname{Span}\left(M_{i}\right) \supseteq M_{i}$ and therefore,

$$
\operatorname{Span}\left(M_{1}\right) \circ \mathbf{S p a n}\left(M_{2}\right) \supseteq M_{1} \circ M_{2}
$$

by monotonicity of " "".
For the reverse inclusion, consider arbitrary elements $B_{i}=\sum_{j} \lambda_{j}^{(i)} \cdot A_{j}^{(i)}$ in $\operatorname{Span}\left(M_{i}\right)$ for suitable $A_{j}^{(i)} \in M_{i}$. Then

$$
B_{1} B_{2}=\sum_{m} \sum_{j} \lambda_{m}^{(1)} \lambda_{j}^{(2)} \cdot A_{m}^{(1)} A_{j}^{(2)}
$$

by linearity of matrix multiplication. Since each $A_{m}^{(1)} A_{j}^{(2)}$ is contained in $M_{1} \circ M_{2}, B_{1} B_{2}$ is contained in $M_{1} \circ M_{2}$ as well. Therefore, also the inclusion " $\subseteq$ " follows.

Accordingly, a generating system for $M_{1} \circ M_{2}$ can be computed from generating systems $G_{1}, G_{2}$ for $M_{1}$ and $M_{2}$ by multiplying each matrix in $G_{1}$ with each matrix in $G_{2}$.

Secondly, we observe that "o" precisely abstracts the concatenation of run sets:

Lemma 4 Let $R_{1}, R_{2} \subseteq$ Runs. Then

$$
\alpha\left(R_{1}\right) \circ \alpha\left(R_{2}\right)=\alpha\left(R_{1} ; R_{2}\right)
$$

Proof: Consider the auxiliary map $\mathcal{W}$ mapping run sets to sets of matrices by:

$$
\mathcal{W}(R)=\left\{W_{r} \mid r \in R\right\}
$$

Then we have $\alpha(R)=\mathbf{S p a n}(\mathcal{W}(R))$. We observe:

$$
\left\{A_{1} A_{2} \mid A_{i} \in \mathcal{W}\left(R_{i}\right)\right\}=\mathcal{W}\left(R_{1} ; R_{2}\right)
$$

This suffices as the span construction commutes with composition by Lemma 3.

For the abstraction of base edges, we distinguish two cases. Let us first consider a base edge $e \in$ Base annotated by an affine assignment, i.e., $A(e) \equiv x_{j}:=t$ where $t \equiv t_{0}+\sum_{i=1}^{n} t_{i} \mathbf{x}_{i}$. Then $\mathbf{S}(e)=\left\{\mathbf{x}_{j}:=t\right\}$. By (1) and (2), the corresponding transformer is given by

$$
\begin{aligned}
\alpha(\mathbf{S}(e)) & =\alpha\left(\left\{\mathbf{x}_{j}:=t\right\}\right) \\
& =\operatorname{Span}\left(\left\{\left(\begin{array}{c|c|c}
I_{j} & t_{0} & 0 \\
\hline & \vdots & - \\
0 & t_{k} & I_{k-j}
\end{array}\right)\right\}\right)
\end{aligned}
$$

Informally, the weakest precondition for an affine relation $a \in \mathbb{F}^{k+1}$ is computed by substituting $t$ into $\mathbf{x}_{j}$ of the corresponding affine combination.

Next, consider a base edge $e \in$ Base annotated with $\mathbf{x}_{j}:=$ ?. In this case, $\mathbf{S}(e)=\left\{\mathbf{x}_{j}:=c \mid c \in \mathbb{F}\right\}$ - implying that we have to abstract an infinite set of runs. Clearly, the abstraction of this set again can be finitely represented. We obtain this representation by selecting two different values from $\mathbb{F}$, e.g., 0 and 1 . We find:

## Lemma 5

$$
\begin{aligned}
\alpha(\mathbf{S}(e)) & =\alpha\left(\left\{\mathbf{x}_{j}:=c \mid c \in \mathbb{F}\right\}\right) \\
& =\alpha\left(\left\{\mathbf{x}_{j}:=0, \mathbf{x}_{j}:=1\right\}\right) \\
& =\operatorname{Span}\left(\left\{T_{0}, T_{1}\right\}\right)
\end{aligned}
$$

where $T_{c}=W_{\mathbf{x}_{j}:=c}$ is the matrix obtained from $I_{k+1}$ by replacing the $j+1$-th column with $(c, 0, \ldots, 0)^{\mathrm{t}}$.

Proof: We verify: $T_{c}=(1-c) \cdot T_{0}+c \cdot T_{1}$. Hence, $T_{c} \in \operatorname{Span}\left(\left\{T_{0}, T_{1}\right\}\right)$.

From the constraint systems $\mathbf{S}$ and $\mathbf{R}$ for run sets, we construct constraint systems $\mathbf{S}_{\alpha}$ and $\mathbf{R}_{\alpha}$ by application of $\alpha$. The variables in the new constraint systems take subspaces of $(k+1) \times(k+1)$ matrices as values. Then we apply $\alpha$ to the occurring constant sets $\{\epsilon\}$ and $\mathbf{S}(e)$ and replace the concatenation operator ";" with "o". For the resulting constraint systems, we obtain our main theorem:

Theorem 2 For every program of size $p$ with $k$ variables the following holds:

1. The values:

$$
\begin{aligned}
& \text { Span }\left(\left\{W_{r} \mid r \in \mathbf{S}(u)\right\}\right), u \in N, \\
& \text { Span }\left(\left\{W_{r} \mid r \in \mathbf{S}(p)\right\}\right), p \in \operatorname{Proc}, \\
& \mathbf{S p a n}\left(\left\{W_{r} \mid r \in \mathbf{R}(u)\right\}\right), p \in \operatorname{Proc} \text {, and } \\
& \text { Span }\left(\left\{W_{r} \mid r \in \mathbf{R}(u)\right\}\right), u \in N, \\
& \text { are the least solutions of the constraint systems } \mathbf{S}_{\alpha} \text { and } \\
& \mathbf{R}_{\alpha} \text {, respectively. }
\end{aligned}
$$

2. The sets of all valid affine relations at program point $u, u \in N$, can be computed in time $\mathcal{O}\left(p \cdot k^{8}\right)$.

Proof: Since the mapping $\alpha$ commutes with arbitrary unions, assertion (1) follows from lemma 4 by the fundamental results in $[9,10]$. We already have seen in theorem 1 that, given the sets of precondition transformers for all program points $u$, we can compute the sets of all valid affine relations within the stated complexity bounds. So, it remains to prove that the least solution of the abstracted constraint systems can be computed in time $\mathcal{O}\left(p \cdot k^{8}\right)$. For that, recall that the lattice of all sub-spaces of $\mathbb{F}^{(k+1)^{2}}$ has height $(k+1)^{2}$. Thus, a worklist based fixpoint algorithm will evaluate at most $\mathcal{O}\left(p \cdot k^{2}\right)$ constraints. Each constraint evaluation consists of multiplying two sets of at most $(k+1)^{2}$ matrices. The necessary $(k+1)^{4}$ matrix multiplications can be executed in time $\mathcal{O}\left(k^{7}\right)$. Finally, we must compute a basis for the span of the resulting $(k+1)^{4}$ matrices. By Gaussian elimination, this can be done in time $\mathcal{O}\left(k^{8}\right)$. Altogether, we obtain an upper complexity bound of $\mathcal{O}\left(p \cdot k^{2} \cdot k^{8}\right)=\mathcal{O}\left(p \cdot k^{10}\right)$. A better runtime can be obtained if we use a semi-naive fixpoint iteration strategy $[16,1,4]$. The idea here is that when the value of a fixpoint variable changes, we do not propagate the complete new
value to all uses of the variable in right-hand sides of constraints - but just the increment, i.e., in our case the new matrices extending the current basis (instead of the complete new basis). The total time spent with a constraint then sums up to $\mathcal{O}\left(k^{8}\right)$ which overall results in the desired runtime $\mathcal{O}\left(p \cdot k^{8}\right)$.

Let us consider the example program from figure 1 for illustration. Due to lack of space, we cannot describe the fixpoint iteration in detail or give the full result. However, we report and discuss some characteristic values. The fixpoint iteration for $\mathbf{S}_{\alpha}$ stabilizes after 3 iterations. We obtain: $\mathbf{S}_{\alpha}(P)=\mathbf{S}_{\alpha}(9)=\mathbf{S p a n}\left(\left\{I_{4}, W_{1}\right\}\right)$ and $\mathbf{S}_{\alpha}(3)=$ $\operatorname{Span}\left(\left\{W_{1}, W_{2}\right\}\right)$, where $W_{1}, W_{2}$ are the matrices

$$
W_{1}=\left(\begin{array}{cccc}
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \quad W_{2}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Also, $\mathbf{S}_{\alpha}($ Main $)=\mathbf{S}_{\alpha}(4)=\boldsymbol{\operatorname { S p a n }}\left(\left\{W_{3}, W_{4}\right\}\right)$, where

$$
W_{3}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \quad W_{4}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

As there are no recursive calls to Main, reaching runs and same-level runs coincide for the program points of Main. Consequently, we have, $\mathbf{R}_{\alpha}(3)=\mathbf{S}_{\alpha}(3)=$ $\operatorname{Span}\left(\left\{W_{1}, W_{2}\right\}\right)$. Hence, at program point 3 just the affine relations $a=\left(a_{0}, \ldots, a_{k}\right)^{\mathrm{t}}$ with $W_{1} a=0$ and $W_{2} a=0$ are valid which reduces to the requirements $a_{0}=0$ and $a_{2}=a_{3}=-a_{1}$. Therefore, just the affine relations of the form $a_{1} \mathbf{x}_{1}-a_{1} \mathbf{x}_{2}-a_{1} \mathbf{x}_{3}=0$ are valid at program point 3 , in particular, $\mathbf{x}_{1}-\mathbf{x}_{2}-\mathbf{x}_{3}=0$ which confirms our informal reasoning from the introduction.

For program point 4 we have $\mathbf{R}_{\alpha}(4)=\mathbf{S}_{\alpha}(4)=$ $\operatorname{Span}\left(\left\{W_{3}, W_{4}\right\}\right)$. Here, the requirements $W_{3} a=0$ and $W_{4} a=0$ reduce to $a_{0}=a_{2}=a_{3}=0$. Thus, just the affine relations of the form $a_{1} \mathbf{x}_{1}=0$ are valid at program point 4 , in particular, $\mathbf{x}_{1}=0$. Again this confirms our informal reasoning that $\mathbf{x}_{1}$ is a constant of value zero.

The computation of $\mathbf{R}_{\alpha}$ for the program points of $P$ stabilizes again after 3 iterations. For the program point 7 just before the recursive call to $P$, we obtain $\mathbf{R}_{\alpha}(7)=$ $\boldsymbol{\operatorname { S p a n }}\left(\left\{W_{5}, W_{6}\right\}\right)$, where
$W_{5}=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right) \quad W_{6}=\left(\begin{array}{cccc}0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$.
Here the conditions $W_{5} a=0$ and $W_{6} a=0$ for valid affine relations translate to $a_{0}=a_{1}=a_{2}=a_{3}=0$. Interestingly, this implies that no non-trivial affine relation is valid at every call to $P$.

In order to find out about validity of the polynomial relation $\mathbf{x}_{2} \mathbf{x}_{3}-\mathbf{x}_{1}+\mathbf{x}_{2}+\mathbf{x}_{3}=0$ at program point 7 , hinted upon in the introduction, we must generalize our analysis to polynomial relations which is the topic of the next section.

## 4. Polynomial Relations of Bounded Degree

Polynomial relations are much more expressive than affine relations. For example, the relation:

$$
\left(\mathbf{x}_{1}-1\right) \cdot\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)=0
$$

represents the disjunction of affine relations:

$$
\mathbf{x}_{1}-1=0 \vee \mathbf{x}_{1}-\mathbf{x}_{2}=0
$$

Also, the property whether a variable $\mathbf{x}_{j}$ has a value in a given finite set $\left\{c_{1}, \ldots, c_{r}\right\} \subseteq \mathbb{F}$ with $r$ elements can be expressed by a polynomial relation:

$$
\left(\mathbf{x}_{j}-c_{1}\right) \cdot \ldots \cdot\left(\mathbf{x}_{j}-c_{r}\right)=0
$$

Formally, a polynomial relation over a vector space $\mathbb{F}^{k}$ is an equation $p=0$ where $p$ is a polynomial over the unknowns $\mathbf{X}$, i.e., $p \in \mathbb{F}[\mathbf{X}]$. The degree of the polynomial $p$ (or the polynomial relation $p=0$ ) is the maximal sum $j_{1}+\ldots+j_{k}$ of exponents of a monomial $a \mathbf{x}_{1}^{j_{1}} \ldots \mathbf{x}_{k}^{j_{k}}$ occurring in $p$. The set of all polynomials in $\mathbb{F}[\mathbf{X}]$ of degree at most $d$ forms an $\mathbb{F}$-vector space of dimension $\binom{k+d}{d}=\mathcal{O}\left((k+d)^{d}\right)$. The vector $y \in \mathbb{F}^{k}$ satisfies the polynomial relation $p=0$ iff $p[y / \mathbf{x}]=0$ where $[y / \mathbf{x}]$ denotes the substitution of the $y_{i}$ into the variables $\mathbf{x}_{i}$.

The polynomial relation $p=0$ is valid after a single run $r$ iff for all $x \in \mathbb{F}^{k}, p[\llbracket r \rrbracket x / \mathbf{x}]=0$ or, equivalently, $p\left[\left(A_{r} x+b_{r}\right) / \mathbf{x}\right]=0$ where $A_{r}, b_{r}$ are defined as in section 2. Thus, $p\left[\left(A_{r} \mathbf{x}+b_{r}\right) / \mathbf{x}\right]=0$ is the weakest precondition for validity of $p=0$ after run $r$. We observe:

Lemma 6 1. The polynomial $p\left[\left(A_{r} \mathbf{x}+b_{r}\right) / \mathbf{x}\right]$ is again of degree at most $d$.
2. The mapping $W_{r}^{(d)}$ which maps polynomials $p$ of degree at most d to $p\left[\left(A_{r} \mathbf{x}+b_{r}\right) / \mathbf{x}\right]$ is linear.

Proof: For a proof of the first statement, it suffices to consider a run $r \equiv \mathbf{x}_{i}:=t, t \equiv t_{0}+\sum_{m=1}^{k} t_{m} \mathbf{x}_{m}$, of a single assignment and a single monomial $p \equiv \mathbf{x}_{1}^{j_{1}} \ldots \mathbf{x}_{k}^{j_{k}}$. Then

$$
\begin{aligned}
& p\left[\left(A_{r} \mathbf{x}+b_{r}\right) / \mathbf{x}\right]=p\left[t / \mathbf{x}_{i}\right] \\
& \quad=\quad \sum_{\kappa_{0}+\ldots+\kappa_{k}=j_{i}}\binom{j_{i}}{\kappa_{0}, \ldots, \kappa_{k}} \cdot t_{0}^{\kappa_{0}} \ldots t_{k}^{\kappa_{k}} . \\
& \quad \mathbf{x}_{1}^{j_{1}+\kappa_{1}} \ldots \mathbf{x}_{i-1}^{j_{i-1}+\kappa_{i-1}} \mathbf{x}_{i}^{\kappa_{i}} \mathbf{x}_{i+1}^{j_{i+1}+\kappa_{i+1}} \ldots \mathbf{x}_{k}^{j_{k}+\kappa_{k}}
\end{aligned}
$$

where the $\binom{j_{i}}{\kappa_{0}, \ldots, \kappa_{k}}$ are the multinomial coefficients for the $j_{i}$-th power of a sum on $k+1$ summands. Since in each monomial of the result, $\kappa_{0}+\ldots+\kappa_{k}=j_{i}$, the degree of $p\left[t / \mathbf{x}_{j}\right]$ is bounded by $j_{1}+\ldots+j_{k}$, i.e., the degree of $p$.

The second assertion follows since substitution commutes with sums and constant multiples.

The only polynomial relation which is true for all program states is the zero relation $0=0$. As for affine relations, we conclude that the polynomial relation $p=0$ is valid after run $r$ iff $W_{r}^{(d)} p=\mathbf{0}$ (where $\mathbf{0}$ denotes the zero polynomial). Summarizing, we have:
Lemma 7 Let $\mathcal{W}^{(d)}=\left\{W_{r}^{(d)} \mid r \in \mathbf{R}(u)\right\}$. Then the polynomial relation $p$ of degree at most $d$ is valid at program point $u$ iff $W p=\mathbf{0}$ for all $W \in \mathcal{W}^{(d)}$.

Now it is clear how we proceed. By applying lemma 2, we can safely replace the set $\mathcal{W}^{(d)}$ with its span. The resulting subspace of linear mappings can be described by a basis of at most $\mathcal{O}\left((k+d)^{2 d}\right)$ matrices. Note that the entries of these matrices are now indexed by tuples $J=\left(j_{1}, \ldots, j_{k}\right)$, $\sum_{i=1}^{k} j_{i} \leq d$. Let $\mathcal{I}$ denote the set of all such tuples. We determine the set of all valid polynomial relations at program point $u$ for polynomials of degree at most $d$ as follows:

Theorem 3 Assume we are given a basis $B$ for the set $\mathbf{S p a n}\left(\left\{W_{r}^{(d)} \mid r \in \mathbf{R}(u)\right\}\right)$. Then we have:

1. the polynomial relation $p=0$ of degree at most $d$ is valid at program point $u$ iff $W p=\mathbf{0}$ for all $W \in B$;
2. A basis of the subspace of all polynomial relations of degree at most $d$ valid at program point $u$ can be computed in time $\mathcal{O}\left((k+d)^{5 d}\right)$.

By statement 1 of Theorem 3, the polynomial relation $p=0$ is valid at $u$ iff $p \equiv \sum_{J=\left(j_{1}, \ldots, j_{k}\right) \in \mathcal{I}} a_{J} \mathbf{x}_{1}^{j_{1}} \ldots \mathbf{x}_{k}^{j_{k}}$, where the $a_{J}, J \in \mathcal{I}$, are a solution of the equation:

$$
\sum_{J \in \mathcal{I}} w_{I J} \mathbf{a}_{J}=0
$$

for every matrix $W=\left(w_{I J}\right) \in B$ and every $I \in \mathcal{I}$. The basis $B$ may contain at most $\mathcal{O}\left((k+d)^{2 d}\right)$ matrices each of which contributes $\mathcal{O}\left((k+d)^{d}\right)$ equations. Thus, we have to compute the solution of an equation system with $\mathcal{O}((k+$ $d)^{3 d}$ ) equations over $\mathcal{O}\left((k+d)^{d}\right)$ variables - giving the desired complexity bounds.

By Theorem 3, it suffices to compute, for every program point $u$, the span of the set of all precondition transformers $W_{r}^{(d)}, r \in \mathbf{R}(u)$. We do so by abstracting the run sets to subspaces of linear transformations now of polynomials of degree at most $d$. The abstraction is thus given by:

$$
\alpha^{(d)}(R)=\mathbf{S p a n}\left(\left\{W_{r}^{(d)} \mid r \in R\right\}\right) .
$$

As in the case of affine relations, we have:

$$
\begin{aligned}
\alpha^{(d)}(\emptyset) & =\operatorname{Span}(\emptyset)=\{0\} \\
\alpha^{(d)}(\{r\}) & =\operatorname{Span}\left(\left\{W_{r}^{(d)}\right\}\right)
\end{aligned}
$$

for a single run $r$. In particular,

$$
\alpha^{(d)}(\{\epsilon\})=\operatorname{Span}\left(\left\{I_{\mathcal{I}}\right\}\right)
$$

where $I_{\mathcal{I}}$ is the diagonal matrix describing the identity. The mapping $\alpha^{(d)}$ is again monotonic (w.r.t. subset ordering on sets of runs and subspaces) and commutes with arbitrary unions. Also, lemma 4 analogously holds for $\alpha^{(d)}$ as well. Therefore, the desired values can be computed by abstracting the constraint systems for same-level and reaching run sets. In order to obtain an effective algorithm, it remains to derive explicit abstractions for the effects of base edges. For a definite assignment $\mathbf{x}_{j}:=t$, this is obviously possible. It remains to consider a base edge $e \in$ Base annotated by $\mathbf{x}_{j}:=$ ? with $\mathbf{S}(e)=\left\{\mathbf{x}_{j}:=c \mid c \in \mathbb{F}\right\}$. Here it turns out that the abstraction can be finitely represented by picking $d+1$ different values from $\mathbb{F}$, e.g., 0 through $d$. We find:

## Lemma 8

$$
\begin{aligned}
\alpha^{(d)}(\mathbf{S}(e)) & =\alpha^{(d)}\left(\left\{\mathbf{x}_{j}:=c \mid c \in \mathbb{F}\right\}\right) \\
& =\alpha^{(d)}\left(\left\{\mathbf{x}_{j}:=l \mid l=0, \ldots, d\right\}\right.
\end{aligned}
$$

Proof: We verify that there exist $\lambda_{0}, \ldots, \lambda_{d} \in \mathbb{F}$ such that for every polynomial $p$ of degree at most $d$ and every $c \in \mathbb{F}$,

$$
p\left[c / \mathbf{x}_{j}\right]=\sum_{l=0}^{d} \lambda_{l} \cdot p\left[l / \mathbf{x}_{j}\right]
$$

For a proof, we note that $p$ can be written as:

$$
p \equiv \sum_{i=0}^{d} p_{i} \cdot \mathbf{x}_{j}^{i}
$$

for polynomials $p_{i}$ not containing $\mathbf{x}_{j}$. We define:

$$
A=\left(\begin{array}{rrlr}
1 & 0 & \ldots & 0 \\
1 & 1 & \ldots & 1 \\
\vdots & \vdots & \ldots & \vdots \\
1 & d & \ldots & d^{d}
\end{array}\right)
$$

The matrix $A$ is invertible where for the inverse matrix $A^{-1}=\left(b_{i l}\right)$,

$$
p_{i}=\sum_{l=0}^{d} b_{i l} \cdot p\left[l / \mathbf{x}_{j}\right]
$$

Thus,

$$
\begin{aligned}
p\left[c / \mathbf{x}_{j}\right] & =\sum_{i=0}^{d} \sum_{l=0}^{d} c^{i} b_{i l} \cdot p\left[l / \mathbf{x}_{j}\right] \\
& =\sum_{l=0}^{d} \sum_{i=0}^{d} c^{i} b_{i l} \cdot p\left[l / \mathbf{x}_{j}\right]
\end{aligned}
$$

Accordingly, we choose: $\lambda_{l}=\sum_{i=0}^{d} c^{i} b_{i l}$ independently of $p$. This implies the assertion.

Analogously to the last section, we construct constraint systems $\mathbf{S}_{\alpha^{(d)}}, \mathbf{R}_{\alpha^{(d)}}$ which are obtained from the constraint systems $\mathbf{S}$ and $\mathbf{R}$ by applying $\alpha^{(d)}$. We conclude:

Theorem 4 For every program of size $p$ with $k$ variables the following holds:

1. The values:

$$
\begin{aligned}
& \text { Span }\left(\left\{W_{r}^{(d)} \mid r \in \mathbf{S}(u)\right\}\right), u \in N, \\
& \text { Span }\left(\left\{W_{r}^{(d)} \mid r \in \mathbf{S}(p)\right\}\right), p \in \operatorname{Proc}, \\
& \text { Span }\left(\left\{W_{r}^{(d)} \mid r \in \mathbf{R}(p)\right\}\right), p \in \operatorname{Proc}, \text { and } \\
& \text { Span }\left(\left\{W_{r}^{(d)} \mid r \in \mathbf{R}(u)\right\}\right), u \in N,
\end{aligned}
$$

are the least solutions of the constraint systems $\mathbf{S}_{\alpha^{(d)}}$ and $\mathbf{R}_{\alpha^{(d)}}$, respectively.
2. The sets of all valid polynomial relations of degree at most $d$ at program point $u, u \in N$, can be computed in time $\mathcal{O}\left(p \cdot(k+d)^{8 d}\right)$.

## 5. Local Variables

So far, we have considered programs which operate on global variables only. In this section, we explain how our techniques can be extended to work on procedures with global and local variables.

For notational convenience, we assume that all procedures have the same set $\mathbf{X}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{m}\right\}$ of variables where the first $k$ are global and the remaining $m-k$ are local. For describing program executions, it now no longer suffices to consider execution paths. Instead, we have to take the proper nesting of calls into account. Therefore, same-level runs $s$ and reaching runs $r$ are now finite sequences of (unranked) trees $b$ and, possibly, enter:

$$
\begin{array}{ll}
b & ::=\mathbf{x}_{j}:=t \mid \operatorname{call}\langle s\rangle \\
s & ::=b_{1} ; \ldots ; b_{n} \quad(n \geq 0) \\
b^{\prime} & ::=\mathbf{x}_{j}:=t|\operatorname{call}\langle s\rangle| \text { enter } \\
r & ::=b_{1}^{\prime} ; \ldots ; b_{n}^{\prime} \quad(n \geq 0)
\end{array}
$$

Trees represent base actions or complete executions of procedures. Same-level runs represent sequences of such completed executions, while reaching runs may enter a procedure - without ever leaving it again.

The set of runs reaching program point $u \in N$ can again be characterized as the least solution of a system of subset constraints on run sets. If $e$ is annotated by an affine assignment, i.e., $A(e) \equiv \mathbf{x}_{j}:=t$, we again define: $\mathbf{S}^{\prime}(e)=\left\{\mathbf{x}_{j}:=t\right\}$. Similarly for $A(e) \equiv \mathbf{x}_{j}:=?$,

$$
\mathbf{S}^{\prime}(e)=\left\{\mathbf{x}_{j}:=c \mid c \in \mathbb{F}\right\}
$$

The same－level runs of procedures and program nodes are the smallest solution of the following constraint system $\mathbf{S}^{\prime}$ ：
$\left[\mathrm{S}^{\prime} 1\right] \quad \mathbf{S}^{\prime}(q) \supseteq \mathbf{S}^{\prime}\left(r_{q}\right)$
$\left[\mathrm{S}^{\prime} 2\right] \quad \mathbf{S}^{\prime}\left(e_{q}\right) \supseteq\{\varepsilon\}$
$\left[\mathrm{S}^{\prime} 3\right] \quad \mathbf{S}^{\prime}(v) \supseteq \mathbf{S}^{\prime}(u) ; \mathbf{S}^{\prime}(e) \quad$ if $e=(u, v) \in$ Base
$\left[\mathbf{S}^{\prime} 4\right] \quad \mathbf{S}^{\prime}(v) \supseteq \mathbf{S}^{\prime}(u) ;$ call $\left\langle\mathbf{S}^{\prime}(p)\right\rangle$ if $e=(u, v) \in$ Call $_{p}$
Note that，for convenience，the application of the con－ structor call to all sequences of a set $S$ is denoted by call $\langle S\rangle$ ． Constraints $\left[\mathrm{S}^{\prime} 1\right],\left[\mathrm{S}^{\prime} 2\right]$ and $\left[\mathrm{S}^{\prime} 3\right]$ are as in section 2．The new constraint $\left[S^{\prime} 4\right]$ deals with calls．If the ingoing edge $e=(u, v)$ is a call to a procedure $p$ ，we concatenate a same－level run reaching $u$ with a tree constructed from a same－level run of $p$ by applying the constructor call．

For characterizing the runs that reach program points and procedures，we construct the constraint system $\mathbf{R}$＇：

$$
\begin{array}{lll}
{\left[\mathbf{R}^{\prime} 1\right]} & \mathbf{R}^{\prime}(\text { Main }) \supseteq\{\epsilon\} & \\
{\left[\mathbf{R}^{\prime} 2\right]} & \mathbf{R}^{\prime}(p) & \supseteq \mathbf{R}^{\prime}(u), \\
{\left[\mathbf{R}^{\prime} 3\right]} & \mathbf{R}^{\prime}(u) & \supseteq \mathbf{R}^{\prime}(p) ;\{\text { enter }\} ; \mathbf{S}^{\prime}(u), \text { if } u \in N_{p}
\end{array}
$$

Constraints $\left[R^{\prime} 1\right]$ and $\left[R^{\prime} 2\right]$ are as in section 3．The only modification occurs in $\left[\mathrm{R}^{\prime} 3\right]$ where an enter is inserted between the run reaching the current procedure $p$ and the same－level run inside $p$ ．

Each of these runs gives rise to a transformation of the underlying program state $x \in \mathbb{F}^{m}$ ．Here，we just explain how the transformations of enter and call $\langle s\rangle$ are obtained． The transformation 【enter』 passes the values of the globals $\mathbf{x}_{j}(j=1, \ldots, k)$ and sets the locals $\mathbf{x}_{j}, j>k$ ，to $0 .{ }^{2}$ Thus，

$$
\llbracket \text { enter } \rrbracket=\llbracket \mathbf{x}_{k+1}:=0 ; \ldots ; \mathbf{x}_{m}:=0 \rrbracket=\left(\begin{array}{c|c}
I_{k} & 0 \\
\hline 0 & 0
\end{array}\right)
$$

Let us denote this matrix by $E^{\prime}$ ．
The transformation $\llbracket \mathrm{call}\langle s\rangle \rrbracket$ is more complicated．Like【enter】，it must pass the values of the globals into the execu－ tion of the called procedure and initialize its local variables． In addition，it must return the values of the globals to the calling context and restore the values of the local variables． Given that $\llbracket s \rrbracket x=A_{s} x+b_{s}$ as in section 2，we define：

$$
\begin{aligned}
\llbracket \operatorname{call}\langle s\rangle \rrbracket x & =E^{\prime}\left(\llbracket s \rrbracket\left(E^{\prime} x\right)\right)+T^{\prime} x \\
& =\left(E^{\prime} A_{s} E^{\prime}+T^{\prime}\right) x+E^{\prime} b_{s}
\end{aligned}
$$

where $T^{\prime}=\left(\begin{array}{c|c}0 & 0 \\ \hline 0 & I_{m-k}\end{array}\right)$ ．In particular，$\llbracket$ call $\langle s\rangle \rrbracket$ is an affine transformation as well．

[^1]We want to determine for every（reaching or same－level） run the transformation which produces the weakest precon－ dition．For simplicity，we construct the weakest precondi－ tion transformer only for affine relations．The weakest pre－ condition transformer for enter is given by：

$$
W_{\text {enter }}=W_{\mathbf{x}_{k+1}:=0 ; \ldots ; \mathbf{x}_{m}:=0}=\left(\begin{array}{c|c}
I_{k+1} & 0 \\
\hline 0 & 0
\end{array}\right)
$$

Let $E$ denote this matrix．To obtain analogous results as in section 3，we determine the weakest precondition transfor－ mation of call $\langle s\rangle$ ．We define an operator $\square: \mathbb{F}^{(m+1)^{2}} \rightarrow$ $\mathbb{F}^{(m+1)^{2}}$ on $(m+1) \times(m+1)$ matrices by：

$$
\square(W)=E W E+w \cdot T
$$

where $w$ is the element in the left upper corner of $W$ ，and $T$ is the $(m+1) \times(m+1)$ matrix $\left(\begin{array}{c|c}0 & 0 \\ \hline 0 & I_{m-k}\end{array}\right)$ ．

The operator $\square$ returns a linear transformation and is it－ self linear．We prove：

Lemma 9 Let $W_{s}$ denote the precondition transformer for $s$ ．Then for an affine relation $a \in \mathbb{F}^{m}$ and a program state $x \in \mathbb{F}^{m}, \llbracket$ call $\langle s\rangle \rrbracket x \models a$ iff $x \models \square\left(W_{s}\right) a$ ．
Thus，$W_{\text {call }\langle s\rangle}=\square\left(W_{s}\right)$ is the weakest precondition trans－ former for call $\langle s\rangle$ ．In order to furnish the same approach as for global variables，we define the abstraction function $\alpha$ for sets $R$ of（same－level or reaching）runs by：

$$
\alpha(R)=\mathbf{S p a n}\left(\left\{W_{r} \mid r \in R\right\}\right)
$$

In particular，$\alpha(\{$ enter $\})=\mathbf{S p a n}(\{E\})$ ．
Analogously to lemma 4，we find：
Lemma 10 For every set $S$ of same－level runs，

$$
\alpha(\operatorname{call}\langle S\rangle)=\alpha(\{\operatorname{call}\langle s\rangle \mid s \in S\})=\square(\alpha(S))
$$

The operator＂$\square$＂is not only monotonic on sub－spaces， but commutes with arbitrary least upper bounds．Finally，we construct constraint systems $\mathbf{S}^{\prime}{ }_{\alpha}$ and $\mathbf{R}^{\prime}{ }_{\alpha}$ from $\mathbf{S}^{\prime}$ and $\mathbf{R}^{\prime}$ by applying $\alpha$ where concatenation is replaced with＂$\circ$＂and the constructor call is replaced with＂$\square$＂．Then we obtain our main theorem for programs with local variables：

Theorem 5 For a program of size $p$ with $m$ global and lo－ cal variables the following holds：

> 1. The values:
> Span $\left(\left\{W_{s} \mid s \in \mathbf{S}^{\prime}(u)\right\}\right), u \in N$,
> Span $\left(\left\{W_{s} \mid s \in \mathbf{S}^{\prime}(p)\right\}\right), p \in \operatorname{Proc}$
> $\mathbf{S p a n}\left(\left\{W_{s} \mid s \in \mathbf{R}^{\prime}(p)\right\}\right), p \in \operatorname{Proc}$, and
> $\mathbf{S p a n}\left(\left\{W_{r} \mid r \in \mathbf{R}^{\prime}(u)\right\}\right), u \in N$,
are the least solutions of the constraint systems $\mathbf{S}^{\prime}{ }_{\alpha}$ and $\mathbf{R}_{\alpha}^{\prime}$ ，respectively．
2. The sets of all valid affine relations at program point $u, u \in N$, can be computed in time $\mathcal{O}\left(p \cdot m^{8}\right)$.

Our technique can easily also handle procedures with parameters. Value parameters, for instance, can be simulated via a scratch pad of globals through which the actual parameters are communicated from the caller to the callee. Return values can be treated similarly.

## 6. Conclusion

We have presented an interprocedural analysis which determines for each program point of an affine program the set of all valid affine relations. We showed that this analysis runs in polynomial time. We generalized the algorithm to infer all polynomial relations of bounded degree and showed that our methods also work in presence of local variables and parameter passing by value and result.

Our analyses are constructed in the spirit of "relational analysis" of recursive procedures of Cousot [2,3] and the "functional approach" to interprocedural analysis, where the effect of procedures is captured by functions on dataflow informations [19, 8]. We succeed in capturing the effect of procedures as weakest precondition transformers for affine and polynomial relations by sub-spaces of linear maps. This allows us to apply linear algebra techniques.

Our results improve both on the results obtained by Karr [7] and Horwitz et al. [6, 17]. However, they do not generalize the intraprocedural analysis of Müller-Olm and Seidl in [15] where we succeed in checking the validity of arbitrary polynomial identities for polynomial programs. It remains as a challenging open problem whether or not precise interprocedural constant propagation for these is decidable.

One might also be tempted to generalize the methods to the interprocedural analysis of explicitly parallel programs. In case of atomic assignments (even in absence of synchronizations), however, already copy constant propagation is undecidable [14]. Amazingly enough, in case of non-atomic assignments or, equivalently, in presence of local variables, copy constant propagation has recently been shown decidable [12]. It is another challenging question whether this also holds for full affine constant propagation.
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[^0]:    ${ }^{1}$ We employ the superscript "t" to denote the transpose operation which mirrors a matrix at the main diagonal and changes a row vector into a column vector (and vice versa).

[^1]:    ${ }^{2}$ This is the convention chosen in languages like Java．Other con－ ventions could easily be modeled as well．Uninitialized local variables as in C ，for instance，can be handled by adding $x_{j}:=$ ？statements for $j=k+1, \ldots, m$ at the beginning of each procedure body．

