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1. Introduction and Notations

Let p be an odd prime and k a finite field of characteristic p. Let W = W (k) be
the ring of Witt vectors with coefficients in k and K0 = W [ 1p ] its fraction field. We

consider a finite, totally ramified extension K/K0 and denote by e = [K : K0] the
degree of the extension. Let us fix a uniformizer π ∈ OK with minimal polynomial
E(u) ∈ W [u] over K0. Further we fix an algebraic closure K̄ of K.
Let F be a finite field of characteristic p and ρ : GK → GL(VF) a continuous
representation of the absolute Galois group GK = Gal(K̄/K) of K in a finite
dimensional F-vector space VF whose dimension will be denoted by d.

This datum is equivalent to a finite commutative group scheme G̃ → Spec K with
an operation of F: The K̄-valued points become an F-vector space with a natural

action of GK and we want G̃(K̄) and VF to be isomorphic as F[GK ]-modules.
If F′ is a finite extension of F, the representation ρ induces a representation ρ′ on
VF′ = VF ⊗F F′.
By the construction in Kisin’s article [Ki], there is a projective F-scheme GRVF,0

whose F′-valued points parametrize the isomorphism classes of finite flat models of
VF′ , i.e. finite flat group schemes G → Spec OK with an operation of F′ such that
the generic fiber of G is the GK-representation on VF′ in the above sense.
Our aim is to analyze the structure of (some stratification of) GRVF,0 in the case
d = 2 and k = Fp.
First we recall some constructions from [Ki], see also [PR2]. We assume k = Fp to
simplify the situation.
For each n let πn ∈ K̄ be a pn-th root of the uniformizer π such that πp

n = πn−1 for
all n. Define K∞ =

⋃
n≥1 K(πn) and denote by GK∞ = Gal(K̄/K∞) the absolute

Galois group of K∞.
For each algebraic extension F′ of F we denote by φ : F′((u)) → F′((u)) the ho-
momorphism which takes u to its p-th power and which is the identity on the
coefficients:

φ(
∑

i

aiu
i) =

∑
aiu

pi.

Denote by Mod φ
/F′((u)) the category of finite dimensional F′((u))-modules M to-

gether with a φ-linear map Φ : M → M such that the linearization id⊗Φ : φ∗M →
M is an isomorphism. The morphism are F′((u))-linear maps commuting with Φ.
By ([Ki] 1.2.6, Lemma 1.2.7), there is an equivalence of abelian categories

Mod φ
/F′((u)) ←→

{
continuous GK∞-representations

on finite dimensional F′-vector spaces

}
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which preserves the dimensions and is compatible with finite base change F′′/F′.
This is a version with coefficients of the equivalence of categories of Fontaine (cf.
[Fo], A3).
Denote by (MF,Φ) the d-dimensional F((u))-vector space with semi-linear endomor-
phism Φ, associated to the restriction of the Tate-twist VF(−1) to GK∞

under the
above equivalence. By the descriptions in [Ki], the finite flat models G → Spec OK

of VF correspond to F[[u]]-lattices M ⊂ MF satisfying ue
M ⊂ 〈Φ(M)〉 ⊂ M. Here

〈Φ(M)〉 = (id ⊗ Φ)φ∗
M is the F[[u]]-lattice in MF generated by Φ(M).

Under this description the multiplicative group schemes correspond to the lattices
M such that 〈Φ(M)〉 = M and the étale group schemes correspond to the lattices
with ue

M = 〈Φ(M)〉. These lattices will be called multiplicative resp. étale.
This construction is compatible with base change in the following sense. Suppose
MF ⊂ MF is a F[[u]]-lattice corresponding to a finite flat model G of VF. If F′ is a
finite extension of F with n = [F′ : F], then the F′[[u]] lattice

MF′ = M⊗̂FF′ ⊂ MF′ = MF⊗̂FF′

corresponds to the finite flat model G′ = G ⊠F F′ of VF′ . Here the exterior tensor
product G ⊠F F′ is the following group scheme: Choose a F-basis e1 . . . en of F′.
Then G ⊠F F′ =

∏n
i=1 G and z ∈ F′ operates via the matrix A ∈ GLn(F) describing

the multiplication by z on F′ in the fixed F-basis.
The scheme GRVF,0 is constructed as a closed subscheme of the affine Grassmannian
Grass MF for GL(MF) and its closed points are given by

(1.1) GRVF,0(F
′) = {F′[[u]]-lattices M ⊂ MF′ | ue

M ⊂ 〈Φ(M)〉 ⊂ M}
for every finite extension F′ of F.
In the following we will forget about the Galois representation and finite flat group
schemes and will consider lattices. We will drop the condition p 6= 2. All results
hold for arbitrary p, except those using the interpretation of the closed points as
finite flat group schemes. We will always assume that there exists a finite flat model
for VF at least after extending scalars.
For each Qp-algebra embedding ψ : K → K̄0 we now fix an integer vψ ∈ {0, . . . , d}.
Denote by v = (vψ)ψ the collection of the vψ and by r = v̌ the dual partition, i.e.
ri = ♯{ψ | vψ ≥ i}.
Kisin constructs closed, reduced subschemes

GRv,loc
VF,0 ⊂ GRVF,0

whose F′-valued points are given by

(1.2) GRv,loc
VF,0 (F′) = {M ∈ GRVF,0(F

′) | J(u|〈Φ(M)〉/ue M) ≤ r}
for a finite extension F′ of F (cf. [Ki], Prop. 2.4.6). Here J(u|〈Φ(M)〉/ue M) denotes
the Jordan type of the nilpotent endomorphism on 〈Φ(M)〉/ue

M induced by the
multiplication with u. Recall that for d = 2

(1.3) (a1, b1) ≤ (a2, b2) ⇔
{

a1 ≤ a2,
a1 + b1 = a2 + b2

for pairs (ai, bi) ∈ Z2 with ai ≥ bi. The local structure of GRv,loc
VF,0 is linked to the

structure of the local models studied in [PR1]. These schemes are named " closed
Kisin varieties" in [PR2].
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Kisin conjectures in ([Ki] 2.4.16) that, if EndF[GK](VF) = F, the connected compo-

nents of GRv,loc
VF,0 are given by the open and closed subschemes on which both the

rank of the maximal multiplicative subobject and the rank of the maximal étale
quotient are fixed. In ([Ki], 2.5) he proves this conjecture in the case d = 2, k = Fp

and vψ = 1 for all ψ. For d = 2 and vψ = 1 for all ψ this result is generalized by
Imai to the case of arbitrary k (see [Im]). In this paper we want to analyze the
situation in the case k = Fp, d = 2 but arbitrary v. It turns out that the conjecture
is not true in general. Our main results are as follows.
For (a, b) ∈ Z2 with a ≥ b, we introduce a locally closed subscheme of the affine
Grassmannian

GVF
(a, b) ⊂ GrassMF,

with closed points the lattices M such that the elementary divisors of 〈Φ(M)〉 with
respect to M are given by (a, b).

Theorem 1.1. Assume that (MF′ ,Φ) = (MF⊗̂FF′,Φ) is simple for all finite exten-
sions F′ of F.
(i) If GVF

(a, b) 6= ∅, there exists a finite extension F′ of F such that

GV
F′

(a, b) = GVF
(a, b) ⊗F F′ ∼= An

F′

for n = ⌊a−b
p+1⌋.

(ii) The scheme GRv,loc
VF,0 is geometrically connected and irreducible. There exists a

finite extension F′ of F such that GRv,loc
VF,0 ⊗F F′ is isomorphic to a Schubert variety

in the affine Grassmannian for GL(MF′).

The dimension of GRv,loc
VF,0 is either ⌊ r1−r2

p+1 ⌋ or ⌊ r1−r2

p+1 ⌋−1. Here ri = ♯{ψ | vψ ≥ i}.

In the treatment of the reducible case we consider the set S(v) of isomorphism

classes [M ′] of one dimensional objects in Mod φ

/F̄((u))
which admit an F̄[[u]]-lattice

M[M ′] ⊂ M ′ such that 〈Φ(M[M ′])〉 = ue−r1M[M ′]. We will define subschemes

Xv

[M ′] ⊂ GRv,loc
VF,0 ⊗F F̄.

A lattice defines a closed point of Xv

[M ′] if it admits a Φ-stable subobject isomorphic

to M[M ′]. A lattice M is called v-ordinary iff it defines a closed point of Xv

[M ′] for

some [M ′] ∈ S(v). The subscheme of non-v-ordinary points will be denoted by Xv

0 .
We will prove the following Theorem.

Theorem 1.2. Assume that (MF′ ,Φ) = (MF⊗̂FF′,Φ) is reducible for some finite
extension F′ of F.

(i) The subschemes Xv

0 and Xv

[M ′] are open and closed in GRv,loc
VF,0 ⊗F F̄ for all

isomorphism classes [M ′] ∈ S(v).
(ii) The scheme Xv

0 is connected.
(iii) For each [M ′] ∈ S(v) the scheme Xv

[M ′] is connected. If it is non empty, it is

either a single point, or isomorphic to P1
F̄
.

(iv) There are at most two isomorphism classes [M ′] ∈ S(v) such that Xv

[M ′] 6= ∅.

The structure of the subscheme Xv

0 of non-v-ordinary lattices is much more com-
plicated than in the absolutely simple case. In general Xv

0 has many irreducible
components of varying dimensions. The main result concerning the irreducible
components of Xv

0 is the following theorem.
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Theorem 1.3. If (MF̄,Φ) is not isomorphic to the direct sum of two isomorphic
one-dimensional φ-modules, then the irreducible components of Xv

0 are Schubert
varieties. Especially they are normal.

Theorem 1.2 proves a modified version of Kisin’s conjecture in the case k = Fp and
d = 2, as follows.
For an integer s denote by

GRv,loc,s
VF,0 ⊂ GRv,loc

VF,0

the open and closed subscheme where the rank of the maximal Φ-stable subobject
M1, satisfying 〈Φ(M1)〉 = ue−r1M1, is equal to s.

Corollary 1.4. Assume p 6= 2 and let ρ : GK → VF be any two dimensional
continuous representation of GK . Assume that EndF′[GK ](VF′) is a simple algebra

for all finite extensions F′ of F. Then GRv,loc,s
VF,0 is geometrically connected for all

s. Furthermore
(i) If s = 1 and EndF′[GK ](VF′) = F′ for all finite extensions F′ of F, then GRv,loc,s

VF,0

is either empty or a single point.
If s = 1 and EndF′[GK ](VF′) = M2(F

′) for some finite extension F′ of F, then

GRv,loc,s
VF,0 is either empty or becomes isomorphic to P1

F′ after extending the scalars

to F′.
(ii) If s = 2, then GRv,loc,s

VF,0 is either empty or a single point.

Acknowledgments: This paper is the author’s diploma thesis written at the
University of Bonn. I want to thank M. Rapoport for introducing me into this
subject and for many helpful discussions. I also want to thank X. Caruso for lots
of explanations on Kisin and Breuil modules and for his interest in my work.

2. Some notations in the building

The method of this paper is to determine all lattices in the building of GL2

(
F̄((u))

)

that correspond to closed points of GRv,loc
VF,0 . As we know that the scheme we study

is a closed reduced subscheme of the affine Grassmannian, we can get information

on the structure of GRv,loc
VF,0 by looking at its closed points.

For the rest of this paper, we fix the following notations: Let (MF,Φ) be the object

in Mod φ
/F((u)) corresponding to the 2-dimensional Galois representation ρ on VF.

Let v = (vψ)ψ be a collection of integers vψ ∈ {0, 1, 2} for every ψ : K → K̄0.
Define

(2.1) d′ =
∑

ψ

vψ.

Denote by r = v̌ the dual partition, i.e.

r1 = ♯{ψ | vψ ≥ 1}
r2 = ♯{ψ | vψ ≥ 2}.

Denote by B the Bruhat-Tits building for GL2 (F((u))). For any finite extension F′

of F the building for GL2 (F′((u))) will be denoted by BF′ . We write

B̄ =
⋃

F′/F

BF′



STRUCTURE OF MODULI OF FINITE FLAT GROUP SCHEMES 5

for the building for GL2

(
F̄((u))

)
.

We choose an F((u))-basis e1, e2 of MF. Denote by M0 = 〈e1, e2〉 the standard
lattice in the standard apartment A0 determined by e1, e2. In this apartment we
choose the following coordinates:
Let (m,n)0 denote the lattice 〈ume1, u

ne2〉. Further, we consider another set
of coordinates given by [x, y]0 = (x+y

2 , y−x
2 )0 for x, y ∈ Z, x ≡ y mod 2; i.e.

(m,n)0 = [m − n,m + n]0.
Let q ∈ F((u))× and set k = vu(q) ∈ Z, where vu is the valuation on F((u)) with
vu(u) = 1. The basis e1, qe1 + e2 of MF defines another apartment Aq which is
branching off from the standard apartment at the line defined by x = k. Using the
Iwasawa decomposition we find

B =
⋃

q∈F((u))

Aq.

For arbitrary q ∈ F((u)) we choose coordinates in the apartments Aq, similar to
the case of A0. Define

(m,n)q = [m − n,m + n]q := 〈ume1, u
n(qe1 + e2)〉 ∈ Aq.

Remark 2.1. (i) The systems of coordinates in the various apartments are compat-
ible in the following sense: For any x, y ∈ Z , x ≡ y mod 2 and q, q′ ∈ F((u)) we
have [x, y]q = [x, y]q′ iff x ≤ vu(q − q′) which implies

[x, y]q = [x, y]q′ ⇔ [x, y]q ∈ Aq ∩ Aq′ ⇔ [x, y]q′ ∈ Aq ∩ Aq′ .

(ii) We will make use of these coordinates for arbitrary points in the building (not
only points corresponding to lattices). We see that [x, y]q defines a lattice if and
only if x, y ∈ Z and x ≡ y mod 2.
(iii) We extend the above notations in the obvious way to the buildings B̄ and BF′

for arbitrary finite extensions F′ of F.
(iv) Two points [x, y]q, [x

′, y′]q ∈ Aq define the same point in the building for
PGL2 (F((u))) if and only if x = x′. Thus the projection from B onto the build-
ing for PGL2 (F((u))) is given by the projection onto the x-coordinate for every
apartment Aq ⊂ B.

Definition 2.2. Let M and M
′ be lattices in MF. Let a, b be the elementary

divisors of M
′ with respect to M, i.e. there exists a basis e′1, e

′
2 of M such that

M
′ = 〈uae′1, u

be′2〉. Define

d1(M,M′) = |a − b|
d2(M,M′) = a + b.

Remark 2.3. These quantities have the following meaning in the building:
If M = [x, y]q and M

′ = [x′, y′]q′ , then d2(M,M′) = y′ − y. Further d1(M,M′)
is the distance between M and M

′ in the building for PGL2(F((u))). Here, the
distance between two lattices joined by an edge is equal to 1. This can be seen as
follows: Assume that M = 〈e1, e2〉 is the standard lattice and M

′ = AM = [x, y]q,
with

A = (aij)ij =

(
um unq
0 un

)
.
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If a ≥ b are the elementary divisors of M
′ with respect to M, then, by the theory

of elementary divisors,

d1(M,M′) = a + b − 2b = m + n − 2min
i,j

vu(aij).

• •M
′

M

x 0 vu(q)
•

•M

vu(q)

M
′

0

x

Figure 1. The distance between two lattices in the building for
PGL2(F((u))) in the cases x ≤ vu(q) and x ≥ vu(q) ≥ 0.

If x = m − n ≤ vu(q) or vu(q) ≥ 0, then mini,j vu(aij) = min{m,n} and hence

d1(M,M′) = a − b = |m − n| = |x|.
If x > vu(q) and vu(q) < 0, then mini,j vu(aij) = n + vu(q). In this case we find

d1(M,M′) = a − b = m − n − 2vu(q) = (x − vu(q)) + (0 − vu(q)).

Compare also Fig. 1 and Fig. 2.

•

•

vu(q)

M

M
′

0

x

Figure 2. The distance between two lattices in the building for
PGL2(F((u))) in the case x > vu(q) and vu(q) < 0.

We see that the distance d1(M,M′) only depends on x, x′ (and on vu(q−q′)), while
d2(M,M′) only depends on y and y′.
Using this remark, we can extend the distances d1 and d2 in an obvious way to the
whole building B (and to B̄, BF′). For example

d1([x, y]q, [0, 0]0) =





x if x ≥ 0, vu(q) ≥ 0

−x if x < 0, x < vu(q)

x − 2vu(q) if vu(q) < x, vu(q) < 0.

Lemma 2.4. Define d′ as in (2.1). The closed points z ∈ GRv,loc
VF,0 (F̄) correspond

to the lattices M ⊂ MF̄ which satisfy

d1(M, 〈Φ(M)〉) ≤ r1 − r2

d2(M, 〈Φ(M)〉) = 2e − d′.

Proof. If M ⊂ MF̄ is any lattice and if a, b are the elementary divisors of 〈Φ(M)〉
with respect to M, then the above conditions read

a − b ≤ r1 − r2

a + b = 2e − d′ = 2e − (r1 + r2).

This implies ue
M ⊂ 〈Φ(M)〉 ⊂ M. The Jordan type of u on 〈Φ(M)〉/ue

M is given
by

J(u|〈Φ(M)〉/ue M) = (e − a, e − b).
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Assuming a ≥ b we find:

J(u|〈Φ(M)〉/ue M) ≤ r ⇔
{

b ≥ e − r1

a + b = 2e − d′ = 2e − (r1 + r2).

The lemma follows easily from this. ¤

Definition 2.5. A lattice M is called v-admissible if it satisfies

d1(M, 〈Φ(M)〉) ≤ r1 − r2 and d2(M, 〈Φ(M)〉) = 2e − d′.

Let M be a lattice in MF and A ∈ GL2 (F((u))) be a matrix. We will use the
notation M ∼ A if M admits a F[[u]]-basis b1, b2 satisfying Φ(bi) = Abi. Similarly
we will use the notation MF ∼ A (use a F((u))-basis of MF).

Lemma 2.6. For i = 1, 2, let zi ∈ GRv,loc
VF,0 (F̄) be closed points corresponding to

lattices Mi = [xi, yi]qi
∈ B̄. Then y1 = y2.

Proof. Choose A,B ∈ GL2

(
F̄((u))

)
such that M2 = AM1 and M1 ∼ B. Then

M2 ∼ φ(A)BA−1. Using the theory of elementary divisors it follows that

vu(det B) = d2(Mi, 〈Φ(Mi)〉) = (p − 1)vu(det A) + vu(det B)

and hence vu(det A) = 0 which yields the claim. ¤

Definition 2.7. For each m ∈ Z define the following subset of B̄:

B̄(m) :=
⋃

q∈F̄((u))

{[x, y]q ∈ Aq | y = m}.

Viewing GRv,loc
VF,0 (F̄) as a subset of B̄, Lemma 2.6 implies:

GRv,loc
VF,0 (F̄) ⊂ B̄(m)

for some m = m(v) ∈ Z. The subset B̄(m) is a tree which is (as a topological
space) isomorphic to the building for PGL2(F̄((u))).
The difference is that not every vertex represents a lattice: A vertex [x,m]q ∈ B̄(m)
represents a lattice M ⊂ MF̄ iff x ≡ m mod 2.

Remark 2.8. By construction we have

GRVF,0 ⊂ Grass MF,

where Grass MF denotes the affine Grassmannian for GL2. Since the determinant
condition in (1.2) fixes the dimension

dim 〈Φ(M)〉/ue
M =

∑

ψ

vψ = d′,

the closed subscheme GRv,loc
VF,0 lies in a connected component of this Grassmannian:

If M = AM0 defines a closed point (where M0 is the standard lattice and A is a ma-
trix), then the valuation of det A is determined by the dimension of 〈Φ(M)〉/ue

M.

Definition 2.9. For a given collection v denote by GRv

VF,0 the closed subscheme
of GRVF,0 consisting of all lattices M such that dim〈Φ(M)〉/ue

M =
∑

ψ vψ.

Proposition 2.10. If any two of the vψ differ at most by 1, then

GRv

VF,0 = GRv,loc
VF,0 .
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Proof. Let M be a lattice and a ≥ b the elementary divisors of 〈Φ(M)〉 with respect
to M. Then M defines a closed point of GRv

VF,0 if and only if 0 ≤ b ≤ a ≤ e and
a + b = 2e − d′ with d′ =

∑
ψ vψ. This is equivalent to

a + b = 2e − d′

a − b ≤ max{d′, 2e − d′}.
Indeed, if a+b = 2e−d′, then a−b ≤ d′ is equivalent to a ≤ e, while a−b ≤ 2e−d′

is equivalent to b ≥ 0.
Now if any of the vψ differ at most by 1 we must have r1 = e (if all vψ ≥ 1) or
r2 = 0 (if all vψ ≤ 1). In both cases we find r1 − r2 = max{d′, 2e − d′}.
(See also [Ki], Prop. 2.4.6 (4) and [PR1], Thm. B (iii)). ¤

3. The absolutely simple case

In this section we will analyze the structure of GRv,loc
VF,0 in the case where (MF,Φ) is

absolutely simple, i.e. for every (finite) extension F′/F there is no proper Φ-stable
subobject of (MF′ ,Φ).

Lemma 3.1. If (MF,Φ) is absolutely simple, there exists a finite extension F′ of
F, a basis e1, e2 of MF′ and a ∈ F′×, s ∈ Z satisfying

0 ≤ s < p2 − 1 and s 6≡ 0 mod (p + 1)

such that

MF′ ∼
(

0 aus

1 0

)
.

Proof. This follows from ([Ca], Cor. 8), except that we need to check that s 6≡ 0
mod (p + 1). If p + 1|s, then there would be a proper Φ-stable subspace of MF′′ for
a quadratic extension F′′ of F′, namely 〈√aus/p+1e1 + e2〉 ⊂ MF′⊗̂F′F′[

√
a].

The constructions in [Ca] give a basis after extending scalars to the algebraic closure
F̄ of F, but of course this also gives a basis after finite field extension, as there are
only finitely many equations to solve. See also ([Im], Lemma 1.2). ¤

For the rest of this section we fix the basis e1, e2 of Lemma 3.1 as the standard
basis of MF̄ and use the coordinates introduced in section 2. Furthermore we fix
the point

(3.1) Pirred := [ s
p+1 ,− s

p−1 ]0 ∈ A0 ⊂ B̄.

Proposition 3.2. (i) The map Φ extends to a map B̄ → B̄ also denoted by Φ.
(ii) Let [x, y]0 ∈ A0 be any point in the standard apartment. Then

Φ([x, y]0) = [−px + s, py + s]0.

(iii) For any q ∈ F̄((u))× with k = vu(q) and [x, y] ∈ Aq\A0, i.e. x > k, the map
Φ is given by

Φ([x, y]q) = [px − 2pk + s, py + s]q′ ∈ Aq′

for some q′ ∈ F̄((u))× with vu(q′) = −pk + s 6= k.
(iv) The point Pirred, as defined in (3.1), satisfies Φ(Pirred) = Pirred.
(v) If Q ∈ B is an arbitrary point, then

d1(Q,Φ(Q)) = (p + 1)d1(Q,Pirred)

d2(Q,Φ(Q)) = (p − 1)d2(Q,Pirred).
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Proof. (i) We can use the expressions in (ii) and (iii) to extend Φ.
(ii) We have

Φ(ume1) = upmΦ(e1) = upme2

Φ(une2) = upnΦ(e2) = aupn+se1

and hence Φ((m,n)0) = (pn + s, pm)0. The statement follows from this.
(iii) We put vu(q) = k and φ(q) = αupk for some α ∈ F̄[[u]]×. If M = (m,n)q, then

〈Φ(M)〉 = 〈upme2 , upnφ(q)e2 + aupn+se1〉.
As M = [m − n,m + n]q /∈ A0 we have m > n + k. Hence

〈Φ(M)〉 = 〈upme2 − α−1up(m−n−k)(upnφ(q)e2 + aupn+se1), u
pnφ(q)e2 + aupn+se1〉

= 〈up(m−k)+se1, u
p(n+k)(q′e1 + e2)〉

with q′ = α−1au−pk+s. And thus Φ((m,n)q) = (p(m − k) + s, p(n + k))q′ with
vu(q′) = −pk + s 6= k , as k 6≡ 0 mod (p + 1).
(iv) Obvious.
(v) If M = [x, y]q, then the statement on d2 follows immediately from (ii) and (iii):

d2(M, 〈Φ(M)〉) = (p − 1)y + s = (p − 1)d2([x, y]q, [
s

p+1 ,− s
p−1 ]0).

k −p k + s

•
•

x
M

s/p + 1
|

p x − 2p k + s
〈Φ(M)〉

Figure 3. The images of M and Φ(M) in the building for
PGL2(F̄((u))) in the case M /∈ A0.

For the statement on d1 first assume that M = [x, y]0 ∈ A0. Then (ii) implies

d1(M, 〈Φ(M)〉) = |(p + 1)x − s| = (p + 1)d1([x, y]0, [
s

p+1 ,− s
p−1 ]0).

If M = [x, y]q ∈ Aq\A0, then x > k and px − 2pk + s > −pk + s which implies
〈Φ(M)〉 /∈ A0. Now (iii) implies

d1(M, 〈Φ(M)〉) = (x − k) + | − pk + s − k| + (px − 2pk + s − (−pk + s))

= (p + 1)(x − k) + (p + 1)
∣∣∣k − s

p+1

∣∣∣

=

{
(p + 1)(x − s

p+1 ) if k > s
p+1

(p + 1)(x − k + s
p+1 − k) if k < s

p+1 ,

using k 6= −pk + s. In both cases the claim follows. (See also Fig. 3) ¤

Remark 3.3. The Proposition shows that the absolutely simple case is exactly the
case discussed in ([PR2], 6.d, A1). The fixed point in the building is the point Pirred

and its projection onto the building for PGL2(F̄((u))) lies on the edge between two
vertices. The set of lattices M with d1(M, 〈Φ(M)〉) ≤ r1 − r2 is identified with a
ball around this fixed point.
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Let v be a collection of integers as in the introduction. By Lemma 2.4 and Propo-

sition 3.2(v) we find GRv,loc
VF,0 (F̄) ⊂ B̄(m(v)), where

(3.2) m(v) = (2e − d′ − s)/(p − 1).

Corollary 3.4. The scheme GRv,loc
VF,0 is empty if 2e − d′ 6≡ s mod (p − 1).

Proof. This follows from Lemma 2.4 and Proposition 3.2. ¤

• •

•

•

••

•
•
•
•
••
••
••
••
•

•
•
•

•

•
•
•
•
•••••••••

•
•
•

•

|
[ s
p+1

, m(v)]0

Figure 4. This picture illustrates the subset of v-admissible lat-
tices in the case p = 3 and F = F3. This subset is given by all
lattices M ∈ B̄(m(v)) satisfying d1(M, Pirred) ≤ (r1 − r2)/(p + 1).
The fat points correspond to v-admissible lattices.

Now we want to define locally closed subschemes of Grass MF on which the elemen-
tary divisors of 〈Φ(M)〉 with respect to M are fixed. Define a function

E : GrassMF → Z2.

For an extension field L of F and an L-valued point z ∈ (GrassMF)(L) consider the
F[[u]]⊗̂FL-lattice Mz in MF⊗̂FL corresponding to z. Then E(z) = (j1, j2), where
j1 ≥ j2 are the elementary divisors of 〈Φ(Mz)〉 with respect to Mz. Recall that
there is a partial order on the pairs (a, b) ∈ Z2 given by (1.3).

Lemma 3.5. The function E is lower semi-continuous with respect to the Zariski
topology on GrassMF.

Proof. Let η Ã z be a specialization and let Mη and Mz be the lattices correspond-
ing to the points η and z. Denote by E(η) = (a(η), b(η)) and E(z) = (a(z), b(z))
the elementary divisors of 〈Φ(Mη)〉 with respect to Mη (resp. the elementary divi-
sors of 〈Φ(Mz)〉 with respect to Mz). We mark the specialization by a morphism

f : SpecR → GRv,loc
VF,0 , where R is a discrete valuation ring with uniformizer t. The
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morphism f defines a R[[u]]-lattice MR in MF⊗̂FR. After choosing a basis we find
a matrix C = (cij)ij ∈ GL2(R((u))) ∩ M2(R[[u]]) such that MR ∼ C. Denote by
c̄ij the reduction mod t of the matrix coefficients. Using the theory of elementary
divisors we find

b(η) = min
i,j

vu(cij) ≤ min
i,j

vu(c̄ij) = b(z)

and hence E(η) ≥ E(z) which yields the claim. ¤

Definition 3.6. Let (a, b) ∈ Z2 such that a ≥ b. The "Kisin variety" associated
to (a, b) is

GVF
(a, b) = E−1(a, b) ⊂ GrassMF.

By Lemma 3.5, this is a locally closed subset and it will be considered as a subscheme
with the reduced scheme structure (See also [PR2]).

Now we want to analyze the structure of GVF
(a, b) and GRv,loc

VF,0 . We will make use
of the following fact.

Lemma 3.7. Let b1, b2 be any basis of MF̄. There exists a morphism

χ : A1
F̄
→ GrassMF̄

such that χ(z) = 〈b1, zu−1b1 + b2〉 for every closed point z ∈ A1
F̄
. The morphism χ

extends in a unique way to a morphism

χ̄ : P1
F̄
→ Grass MF̄.

The image of the point at infinity is given by χ̄(∞) = 〈u−1b1, ub2〉.
Proof. Consider the family

〈b1, Tu−1b1 + b2〉F̄[T ][[u]] ⊂ MF̄⊗̂F̄F̄[T ]

of lattices on A1 = Spec F̄[T ]. This family defines the morphism χ.
Let X be the closed subscheme of GrassMF̄ consisting of all lattices M that satisfy
u〈b1, b2〉 ⊂ M ⊂ u−1〈b1, b2〉 and that lie in the same connected component of
GrassMF̄ as 〈b1, b2〉. The scheme X is identified with a closed subscheme of the
(ordinary) Grassmann variety GrassF̄(4, 2) of 2-dimensional subspaces in F̄4. The
morphism χ factors as follows:

A1
F̄

χ
//

χ′

ÁÁ

GrassMF̄

X
,

¯

:
u

u
u

u
u

u
u

u
u

u
u

// GrassF̄(4, 2)
ι // P5

F̄

where ι is the Plücker embedding. As X is projective, the valuative criterion shows
that χ extends in a unique way to P1.
We view GrassF̄(4, 2) as the quotient GL2,F̄\V , where V is the scheme of 2× 4 ma-
trices of rank 2 and GL2,F̄ acts on V by left multiplication. Now, the computations
using Plücker coordinates gives

χ′(z) =

(
0 1 0 0
z 0 0 1

)
, ι(χ′(z)) = (−z : 0 : 0 : 0 : 1 : 0)

for all closed points z ∈ A1(F̄). Hence the extension to P1 is

(z1 : z2) 7→ (−z1 : 0 : 0 : 0 : z2 : 0).
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The image of the point at infinity is

χ̄((1 : 0)) =

(
0 1 0 0
1 0 0 0

)
7→ (−1 : 0 : 0 : 0 : 0 : 0).

This is the lattice 〈u−1b1, ub2〉. ¤

Remark 3.8. In the building, the F-valued points of the image of the morphism χ̄
can be illustrated in the following way (if the morphism is defined over F):

• •

•
•

•
•

Figure 5. The morphism χ̄ in the building for p = 5 and F = F5.

Similarly, we can define morphisms χ̄1, χ̄2 : P1
F̄
→ Grass MF̄ such that

im(χ̄1) = {〈un−1b1, u
−(n−1)(zu−1b1 + b2)〉 | z ∈ F̄} ∪ {〈u−nb1, u

nb2〉}
im(χ̄2) = {〈unb1, u

−n(zb1 + b2)〉 | z ∈ F̄} ∪ {〈u−nb1, u
nb2〉}

Theorem 3.9. Assume that (MF,Φ) is absolutely simple. Fix a finite extension F′

of F such that the normal form for Φ of Lemma 3.1 is defined over F′.
(a) For any (a, b) ∈ Z2 with a ≥ b:

GVF
(a, b) 6= ∅ ⇔ a + b ≡ s mod (p − 1) ,

{
pa + b ≡ s mod (p2 − 1)

or pa + b ≡ ps mod (p2 − 1).

This condition being satisfied, there exists an isomorphism

GVF
(a, b) ⊗F F′ ∼= An

F′

with n = ⌊a−b
p+1⌋. Further

GVF
(a, b) =

⋃

(a′,b′)≤(a,b)

GVF
(a′, b′).

(b) The scheme GRv,loc
VF,0 is geometrically connected and irreducible. After extending

the scalars to F′ it becomes isomorphic to a Schubert variety in the affine Grass-
mannian for MF′ = MF⊗̂FF′ with dimension given by

dim GRv,loc
VF,0 =

⌊
r1−r2

p+1 − (−1)ǫ s
p+1

⌋
+

⌊
(−1)ǫ s

p+1

⌋
,

with ǫ = ⌊ r1−r2

p+1 ⌋ + ⌊ s
p+1⌋ + 2e−d′−s

p−1 .

[Here as in the rest of the paper, ⌊x⌋ denotes the integral part of a real number x.]

Proof. (a) Assume M ∈ GVF
(a, b) 6= ∅. Without loss of generality, we may assume

M = [x, y]0 ∈ A0: if M is an arbitrary lattice, then there exists a lattice M
′ ∈ A0

such that di(M, Pirred) = di(M
′, Pirred) for i = 1, 2 (compare Fig. 4, for example).

By Lemma 3.2(v) and Definition 2.2, the condition for M = [x, y]0 ∈ GVF
(a, b) is

(p + 1)d1(M, Pirred) = a − b (p − 1)d2(M, Pirred) = a + b.
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By an explicit computation of these distances, this is equivalent to
∣∣∣x − s

p+1

∣∣∣ = a−b
p+1 y + s

p−1 = a+b
p−1 .

The second equation gives s ≡ a + b mod (p − 1) and the sum of both equations
gives s ≡ pa + b mod (p2 − 1) if (p + 1)x > s and ps ≡ pa + b mod (p2 − 1) if
(p + 1)x < s (using the fact that x + y and x − y are even).
Conversely, suppose s ≡ a+ b mod (p−1) and s ≡ pa+ b mod (p2−1) and define

x = a−b+s
p+1 y = a+b−s

p−1 .

Then we have y ∈ Z and x + y ∈ 2Z. Thus [x, y]0 defines a lattice M ∈ GVF
(a, b).

If ps ≡ pa + b mod (p2 − 1) we use

x = s−(a−b)
p+1 y = a+b−s

p−1 .

Now fix the sum a + b and denote by y the integer solving the equation

(p − 1)y + s = a + b.

Let us assume that x0 := ⌊ s
p+1⌋ ≡ y mod 2 (the case x0 6≡ y mod 2 admits a

similar treatment). In this case [x0, y]0 defines a lattice M0 and we denote by X
the connected component of Grass MF′ containing M0, i.e. X(F̄) = {M ∈ B̄(y)}.
For each m ≥ 0, there is a morphism fm : A2m+1

F′ → X given by the family of
lattices 〈

u(x0+y)/2um+1e1 , u(y−x0)/2u−(m+1)

(
(

2m+1∑

i=1

Tiu
i+x0)e1 + e2

)〉

⊂ MF′⊗̂F′(F′[T1, . . . , T2m+1])

on A2m+1
F′ = Spec F′[T1, . . . , T2m+1]. Let Vm

∼= A2m+1
F′ be its image. We have

(3.3)

B̄(y) ⊃ Vm(F̄) =

{〈u(x0+y)/2um+1e1 , u(y−x0)/2u−(m+1)(qe1 + e2)〉 | q =
2m+1∑

i=1

aiu
i+x0},

with a1 . . . a2m+1 ∈ F̄. Similarly, define for m ≥ 0 a morphism gm : A2m
F′ → X given

by the family of lattices
〈

u(x0+y)/2u−m

(
e1 + (

2m−1∑

i=0

Tiu
i−x0)e2

)
, u(y−x0)/2ume2

〉

⊂ MF′⊗̂F′(F′[T0, . . . , T2m−1])

and let Um
∼= A2m

F′ be its image. We have

(3.4)

B̄(y) ⊃ Um(F̄) =

{〈u(x0+y)/2u−m(e1 + qe2) , u(y−x0)/2ume2〉 | q =

2m−1∑

i=0

aiu
i−x0},

with a0 . . . a2m−1 ∈ F̄. It is easy to see that every lattice M ∈ B̄(y) is either of the
form (3.3) or of the form (3.4) for some m ≥ 0. Thus

X = (
⋃

m≥0

Vm) ∪ (
⋃

m≥0

Um).
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We claim

M ∈ Vm(F̄) =⇒ d1(M, Pirred) = 2m + 2 − ξ(3.5)

M ∈ Um(F̄) =⇒ d1(M, Pirred) = 2m + ξ,(3.6)

where ξ = s
p+1 − x0 denotes the fractional part of s

p+1 .

Indeed, if M ∈ Vm(F̄), then M = [x0 + 2m + 2, y]q for some q ∈ F̄((u)) with
vu(q) > x0 and hence

d1(M, Pirred) = x0 + 2m + 2 − s
p+1 = 2m + 2 − ξ.

The statement on Um follows by a more complicated computation or by a symmetry
argument: The choice of apartments Aq and coordinates [−,−]q depends on the
order of e1 and e2. Interchanging e1 and e2 yields expressions for the lattices
M ∈ Um similar to the above expressions for Vm (if M ∈ Um is a lattice, then
M = [−x0 + 2m, y]q for some q) while it maps the point Pirred to [− s

p+1 ,− s
p−1 ]0

and hence the claim follows by the same computation.
Now equation (3.5) and (3.6) together with Proposition 3.2 (v) imply

(3.7)
Vm(F̄) ⊂ GVF

(aodd(m), bodd(m))(F̄)

Um(F̄) ⊂ GVF
(aeven(m), beven(m))(F̄)

for some (aodd(m), bodd(m)) , (aeven(m), beven(m)) ∈ Z2 with

aodd(m) + bodd(m) = aeven(m′) + beven(m′) = (p − 1)y + s

aodd(m) − bodd(m) = (p + 1)(2m + 2 − ξ)(3.8)

aeven(m) − beven(m) = (p + 1)(2m + ξ)

and 0 < ξ < 1 implies that all these pairs are pairwise distinct when m runs over
all positive integers.
As Um and Vm cover X, the inclusions in (3.7) are actually equalities. Further-
more Vm = GVF

(aodd(m), bodd(m)) as schemes, as both are reduced locally closed
subschemes of Grass MF′ with the same underlying point set. Finally (3.8) yields

dim Vm = 2m + 1 = ⌊2m + 2 − ξ⌋ = ⌊aodd(m)−bodd(m)
p+1 ⌋.

The conclusion for Um is similar.
To finish the proof of (a), it remains to show that Um ⊂ Vm and Vm−1 ⊂ Um. We
will prove the first assertion: the second is proved in the same way.
Let z1 ∈ Um be an arbitrary point corresponding to a lattice

M1 = 〈u(x0+y)/2u−m(e1 + qe2) , u(y−x0)/2ume2〉
with q =

∑2m−1
i=0 aiu

i−x0 and let z2 ∈ Vm be the point corresponding to

M2 = 〈u(x0+y)/2um+1e1 , u(y−x0)/2u−(m+1)e2〉.
There exists a basis b1 and b2 of MF̄ such that

〈b1, b2〉 = M0 = [x0, y]0,

〈u−mb1, u
mb2〉 = M1,

〈um+1b1, u
−(m+1)b2〉 = M2.

Explicitly, we may choose

b1 = u(x0+y)/2(e1 + qe2) , b2 = u(y−x0)/2e2.
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Applying Lemma 3.7 (resp. Remark 3.8) with the basis ub1, u
−1b2, we obtain a

morphism χ : A1
F̄
→ Grass MF̄ that is given by χ(z) = 〈um+1b1, u

−(m+1)(zub1 + b2)〉
on closed points and we easily find im χ ⊂ Vm ⊗F′ F̄. As Vm ⊗F′ F̄ is projective, the
morphism χ extends to a morphism from P1 to Vm ⊗F′ F̄ and the point at infinity
is mapped to z1 (Fig. 6 illustrates the image of the morphism χ̄ in the building.
The fat points are the lattices in the image of χ̄). Hence z1 ∈ Vm(F̄) and the claim
follows.

•z2•z1

•

•

|
[ s
p+1

, y]0

A2 A0 A1 A3

Figure 6. The stratification with affine spaces in the building.
Fat points mark the image of an exemplary morphism χ̄.

(b) For a given collection v we have

(3.9) GRv,loc
VF,0 =

⋃

a+b=2e−d′

e−r1≤b≤a≤e−r2

GVF
(a, b),

where d′ is the integer defined in (2.1). Hence the scheme is geometrically irre-
ducible, because the restriction of the order "≤" on the pairs

{(a, b) ∈ Z2 | a + b = m(v)},
where m(v) is given by (3.2), is a total order. Of course this also implies connect-
edness.
The dimension of GRv,loc

VF,0 is given by the dimension of the maximal affine space in

(3.9). We assume that ǫ is even, i.e. ⌊ r1−r2

p+1 ⌋ + x0 ≡ m(v) mod 2. The computa-

tions in the other case are similar.
In this case the affine subspace of maximal dimension consists of all lattices
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M ∈ B̄(m(v)) with

d1(M, Pirred) = d1([x0 − ⌊ r1−r2

p+1 ⌋,m(v)]0, Pirred).

(if the latter distance is ≤ r1−r2

p+1 ) or of the lattices with

d1(M, Pirred) = d1([x0 + ⌊ r1−r2

p+1 ⌋,m(v)]0, Pirred)

(if d1([x0 − ⌊ r1−r2

p+1 ⌋,m(v)]0, Pirred) > r1−r2

p+1 ). Hence its dimension is either n :=

⌊ r1−r2

p+1 ⌋ (in the first case) or n − 1 (in the second case). This yields the claim on

the dimension:

dim GRv,loc
VF,0 = ⌊ r1−r2

p+1 − s
p+1⌋ + ⌊ s

p+1⌋

=

{
n if s

p+1 − ⌊ s
p+1⌋ ≤ r1−r2

p+1 − ⌊ r1−r2

p+1 ⌋
n − 1 if s

p+1 − ⌊ s
p+1⌋ > r1−r2

p+1 − ⌊ r1−r2

p+1 ⌋.
We further see that the set of v-admissible lattices is exactly the set of lattices in
B̄(m(v)) with

(3.10)
d1(M, [x0,m(v)]0) ≤ n if x0 + ⌊ r1−r2

p+1 ⌋ − s
p+1 ≤ r1−r2

p+1

d1(M, [x0 + 1,m(v)]0) ≤ n − 1 otherwise

and hence this is the set of lattices whose elementary divisors (a, b) with respect to
a lattice N satisfy (a, b) ≤ (amax, bmax) for some given integers amax, bmax. For N

we choose one of the lattices

[x0,m(v)]0 , [x0,m(v) − 1]0 or [x0 + 1,m(v)]0 , [x0 + 1,m(v) − 1]0

depending on the cases as listed in (3.10) and on x0−m(v) mod 2. Since we know

that GRv,loc
VF,0 is reduced, we find that it is isomorphic to a Schubert variety in the

affine Grassmannian after extending the scalars to F′.
If ǫ is odd, then the maximal affine subspace consists of all lattices M ∈ B̄(m(v))
with

d1(M, Pirred) = d1([x0 + 1 + ⌊ r1−r2

p+1 ⌋,m(v)]0, Pirred)

(if the latter distance is ≤ r1−r2

p+1 ) or of the lattices with

d1(M, Pirred) = d1([x0 + 1 − ⌊ r1−r2

p+1 ⌋,m(v)]0, Pirred)

(if d1([x0 + 1 + ⌊ r1−r2

p+1 ⌋,m(v)]0, Pirred) > r1−r2

p+1 ). We find

dim GRv,loc
VF,0 = ⌊ r1−r2

p+1 + s
p+1⌋ + ⌊− s

p+1⌋

=

{
n if 1 − ( s

p+1 − ⌊ s
p+1⌋) ≤ r1−r2

p+1 − ⌊ r1−r2

p+1 ⌋
n − 1 if 1 − ( s

p+1 − ⌊ s
p+1⌋) > r1−r2

p+1 − ⌊ r1−r2

p+1 ⌋
and the conclusion for the isomorphism with a Schubert variety is similar. ¤

As a consequence of the theorem, we may determine the cases when GRv,loc
VF,0 is a

single point.

Corollary 3.10. Denote by ξ = s
p+1 − ⌊ s

p+1⌋ the fractional part of s
p+1 .

GRv,loc
VF,0 = {∗} ⇔

{
0 + ξ ≤ r1−r2

p+1 < 2 − ξ if ⌊ s
p+1⌋ ≡ 2e−d′−s

p−1 mod 2

1 − ξ ≤ r1−r2

p+1 < 1 + ξ if ⌊ s
p+1⌋ 6≡ 2e−d′−s

p−1 mod 2.



STRUCTURE OF MODULI OF FINITE FLAT GROUP SCHEMES 17

Proof. This is just the case where the dimension of GRv,loc
VF,0 is zero. More explicitly:

If x0 = ⌊ s
p+1⌋ ≡ m(v) mod 2, then [x0,m(v)] is the unique lattice with minimal

distance d1 from Pirred. We have

d1([x0,m(v)]0, Pirred) = ξ.

Thus this lattice is v-admissible if and only if r1−r2

p+1 ≥ ξ. There is no other v-

admissible lattice iff the lattices M with d1(M, Pirred) = 2− ξ are not v-admissible.
This yields the claim.
The case x0 6≡ m(v) mod 2 is similar. Instead of [x0,m(v)]0 we have to consider
the lattice [x0 + 1,m(v)]0. ¤

4. The reducible case

In this section we want to analyze the case, where (MF,Φ) admits a proper Φ-stable
subobject, at least after extending the scalars to some finite extension of F. Before
we start to determine the set of v-admissible lattices in the building, we want to

formulate the precise statement on the connected components of GRv,loc
VF,0 . We first

define some open and closed subschemes of GRv,loc
VF,0 .

Definition 4.1. For a ∈ F̄× and j ∈ Z≥0 define (Mj(a),Φj
a) by

M
j(a) = F̄[[u]] , Φj

a(1) = auj .

Definition 4.2. A v-admissible lattice M ⊂ MF̄ is called v-ordinary if there exists
a short exact sequence

(4.0.1) 0 → (Me−r1(a),Φe−r1

a ) → (M,Φ) → (Me−r2(b),Φe−r2

b ) → 0

for some a, b ∈ F̄×.

Remark 4.3. The determinant condition in (1.2) implies that

(4.0.2) ue−r1M ⊂ 〈Φ(M)〉 ⊂ ue−r2M

for all v-admissible lattices M. Hence the v-ordinary lattices are the lattices which
admit a Φ-stable subobject with the minimal possible elementary divisors. If a v-
admissible lattice (M,Φ) admits a subobject isomorphic to (Me−r1(a),Φe−r1

a ) for
some a ∈ F̄×, then the quotient has no u-torsion by (4.0.2) and is isomorphic to
(Me−r2(b),Φe−r2

b ) for some b ∈ F̄×, because the sum of the elementary divisors is
fixed by (1.2). Hence (M,Φ) is v-ordinary in this case.

Denote by S(v) the set of isomorphism classes of one dimensional F̄((u))-modules
M ′ with φ-linear map Φ′ 6= 0 such that M ′ admits a (unique) lattice M[M ′] ⊂ M ′

with 〈Φ(M[M ′])〉 = ue−r1M[M ′]. The elements of S(v) are in bijection with the

elements of F̄×: For each a ∈ F̄× there is a unique isomorphism class represented
by

(4.0.3) (Ma,Φa) = (Me−r1(a)[ 1
u ],Φe−r1

a ).

Set X = GRv,loc
VF,0 ⊗F F̄. On X there is a universal sheaf of F̄[[u]]⊗̂F̄OX = OX [[u]]-

lattices M ⊂ MF̄⊗̂F̄OX satisfying

ueM ⊂ (id ⊗ Φ)φ∗M ⊂ M.

For each [M ′] ∈ S(v) define a sheaf of OX -modules

(4.0.4) F[M ′] = HomOX [[u]],Φ(M[M ′]⊗̂F̄OX ,M)
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where the subscript Φ indicates that the homomorphism have to commute with the
semi-linear maps that are part of the data.

Proposition 4.4. (i) For each [M ′] ∈ S(v) the sheaf F[M ′] is a coherent OX-
module.
(ii) A closed point x ∈ GRv,loc

VF,0 corresponds to a non-v-ordinary lattice if and only

if F[M ′] ⊗ κ(x) = 0 for all [M ′] ∈ S(v).

Proof. (i) For the isomorphism class [M ′] we choose a representative of the form
Ma defined in (4.0.3). Let U = SpecA ⊂ X an affine open. We claim
(a) HomA[[u]],Φ(M[M ′]⊗̂F̄A,M(U)) is a finitely generated A-module.
(b) If V = Spec B ⊂ U is an affine open we have

(4.0.5) HomB[[u]],Φ(M[M ′]⊗̂F̄B,M(V )) ∼= HomA[[u]],Φ(M[M ′]⊗̂F̄A,M(U)) ⊗A B.

This implies the first part of the Proposition.
Proof of (a): Because M[M ′]⊗̂F̄A is a free A[[u]]-module of rank one, a morphism is
given by the image of 1 and hence

HomA[[u]],Φ(M[M ′]⊗̂F̄A,M(U)) ∼= NA ⊂ M(U),

where NA is the A-submodule of all v ∈ M(U) satisfying Φ(v) = aue−r1v. We
claim that the reduction modulo ue+1 induces an injective homomorphism

NA →֒ M(U)/ue+1M(U)

and hence NA is finitely generated as an A-module, because the scheme X is noe-
therian. Now, if 0 6= v = unw ∈ NA with n ≥ 0 and w ∈ M(U)\uM(U), then

upnΦ(w) = Φ(unw) = aue−r1+nw

and hence 0 ≤ e − r1 − (p − 1)n ≤ e which implies n ≤ e.
Proof of (b): We have the following commutative diagram

HomA[[u]],Φ(M[M ′]⊗̂F̄A,M(U))

²²

∼= // NA

²²

Â

Ä

/ M(U)

²²

HomB[[u]],Φ(M[M ′]⊗̂F̄B,M(V ))
∼= // NB

Â

Ä

/ M(V ) ∼= M(U)⊗̂AB

As NA is a finitely generated A-module, we do not need to complete the tensor
product to obtain NB from NA (there are only finitely many denominators). Hence
(4.0.5) is an isomorphism.

(ii) Let [M ′] ∈ S(v) be an isomorphism class and suppose that x ∈ GRv,loc
VF,0 is a

closed point corresponding to a lattice M such that F[M ′] ⊗ κ(x) 6= 0, i.e. there
exists a non trivial morphism

f : M[M ′] → M.

As both sides are free F̄[[u]]-modules and the morphism is non trivial, it is injective.
We have to convince ourselves that coker f has no u-torsion: in this case M is the
extension of free F̄[[u]]-modules of rank 1 (an extension of coker f by im f), and
hence v-ordinary.
We write f(1) = unv for some n ∈ Z and v ∈ M\uM and claim n = 0. Because
of Φ(f(1)) = f(Φ(1)) we find Φ(v) = aue−r1−(p−1)n ∈ Φ(M) ⊂ ue−r1M for some
a ∈ F̄× and hence n = 0.
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Conversely, if M is v-ordinary, then the inclusion of the Φ-stable subobject defines
a nontrivial morphism M[M ′] → M for some [M ′] ∈ S(v). ¤

Definition 4.5. For each isomorphism class [M ′] ∈ S(v) define

Xv

[M ′] = {x ∈ GRv,loc
VF,0 ⊗F F̄ | F[M ′] ⊗ κ(x) 6= 0}.

Further define

Xv

0 = GRv,loc
VF,0 ⊗F F̄ \

⋃

[M ′]∈S(v)

Xv

[M ′].

By the Proposition below these subsets are open and closed and hence they come
along with a canonical scheme structure.

Proposition 4.6. (i) The subset Xv

[M ′] is open and closed for each [M ′] ∈ S(v).

(ii) The subset Xv

0 is open and closed.

Proof. (i) It is clear that Xv

[M ′] is closed, as F[M ′] is coherent. We show that it is

closed under cospecialization.
Let η Ã x be a specialization with x ∈ Xv

[M ′] and assume that x is a closed point.

We mark this specialization by SpecR → X, where R is a discrete valuation ring
with uniformizer t and residue field F̄. Denote by MR the R[[u]]-lattice in MF̄⊗̂F̄R
defined by this morphism. Because of F[M ′] ⊗ κ(x) 6= 0, there is a non trivial
morphism M[M ′] → Mx and hence there is a basis vector b1 ∈ MF̄ such that

Φ(b1) = aue−r1b1 for some a ∈ F̄×. As MR is a free R[[u]]-module, there is a basis
of MR such that

MR ∼
(

α γ
0 δ

)
,

for α, γ, δ ∈ R[[u]], with α ≡ aue−r1 mod t. But the determinant condition in (1.2)
implies vu(α) ≥ e− r1. Hence vu(α) = e− r1 and η ∈ Xv

[M ′′] for some [M ′′] ∈ S(v).

If [M ′] = [M ′′] we are done.
Assume [M ′] 6= [M ′′]. As Xv

[M ′′] is closed, we have x ∈ Xv

[M ′] ∩ Xv

[M ′′]. In this case

Mx admits two linear independent subspaces:

Mx ∼
(

aue−r1 0
0 bue−r1

)

and hence e − r1 = e − r2. Now we easily deduce GRv,loc
VF,0 = {Mx} and the claim

follows.
(ii) This follows from the first part of the Proposition together with the fact that
the one-dimensional Φ-invariant subspaces of MF̄ which admit an integral model
M with 〈Φ(M)〉 = ue−r1M run over a finite set of isomorphism classes of one-
dimensional objects:
Assume that there are two different one-dimensional Φ-stable subspaces 〈b1〉 and
〈b2〉 of MF̄ such that Φ(bi) = aiu

e−r1bi, for i = 1, 2. Then b1 and b2 are linear
independent.
If a1 6= a2, then 〈b1 + qb2〉 is not Φ-stable for all q ∈ F̄((u))× and hence there are
only two isomorphism classes.
If a1 = a2, then there is a unique such isomorphism class given by [Ma]. ¤

We will see below that the open and closed subschemes Xv

[M ′] and Xv

0 of GRv,loc
VF,0 ⊗FF̄

are connected and hence turn out to be the connected components of GRv,loc
VF,0 ⊗F F̄.
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Now we want to determine the subset of v-admissible lattices in the building. As
we are assuming that (MF,Φ) is reducible, at least after extending scalars, there
exists a finite extension F′ of F and a basis e1, e2 of MF′ = MF⊗̂FF′ such that

MF′ ∼
(

aus γ
0 but

)

for some a, b ∈ F′×, γ ∈ F′((u)) and s, t ∈ Z with 0 ≤ s, t < p − 1. We choose this
basis to be the standard basis.

Lemma 4.7. (i) The map Φ extends to a map B̄ → B̄ also denoted by Φ.
(ii) For q ∈ F̄((u)) and [x, y]q ∈ Aq the map Φ is given by

Φ([x, y]q) = [px + s − t, py + s + t]q′

with q′ = b−1u−t(ausφ(q) + γ).

Proof. (i) We can use the expressions in (ii) to extend Φ.
(ii) We have Φ(ume1) = aupm+se1 and

Φ(un(qe1 + e2)) = upn(ausφ(q)e1 + γe1 + bute2)

= bupn+t(b−1u−t(γ + ausφ(q))e1 + e2).

The Lemma follows from this. ¤

Corollary 4.8. The scheme GRv,loc
VF,0 is empty if 2e − d′ 6≡ s + t mod (p − 1).

Proof. This follows from Lemma 2.4 and Lemma 4.7: We have

d2([x, y]q,Φ([x, y]q)) = (p − 1)y + s + t

and this distance must be equal to 2e − d′ if [x, y]q is v-admissible. ¤

We assume that the scheme is non empty and define

Pred = [ t−s
p−1 ,− t+s

p−1 ] ∈ A0 ⊂ B̄(4.0.6)

m(v) = 2e−d′−(s+t)
p−1 ∈ Z.(4.0.7)

These definitions imply GRv,loc
VF,0 (F̄) ⊂ B̄(m(v)).

There are three different cases which we have to study in order to determine the
set of v-admissible lattices. It makes a difference whether (MF̄,Φ) is a split or a
non-split extension of two one-dimensional objects. In the split case there are two
possibilities: Either the direct summands are isomorphic or non-isomorphic.

4.1. The case (MF̄,Φ) ∼= (M1,Φ1)⊕ (M1,Φ1). In this section we want to analyze
the case where (MF,Φ) becomes isomorphic to a direct sum of two isomorphic one-
dimensional objects after possibly extending the scalars to some finite extension of
F, i.e. we want to assume that there exists F′/F and an F′((u))-basis e1, e2 of MF′

such that

(4.1.1) MF′ ∼
(

aus 0
0 aus

)

with a ∈ F′× and 0 ≤ s < p − 1. We immediately find Φ(Pred) = Pred.
For each z ∈ P1(F̄) we define a (half)-line Lz ⊂ B̄(m(v)) by

Lz = {[x,m(v)]z | x ≥ 0} ⊂ B̄(m(v)) if z ∈ F̄ = A1(F̄)

L∞ = {[x,m(v)]0 | x ≤ 0} ⊂ B̄(m(v)).
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These lines are defined in such a way that

(4.1.2) T :=
⋃

z∈P1(F̄)

Lz =
⋃

z∈F̄

Az ∩ B̄(m(v)).

The apartments on the right hand side are given by the basis e1, ze1 + e2 and in
this basis the semi-linear endomorphism Φ is of the form (4.1.1).

Lemma 4.9. Let Q ∈ B̄(m(v)) be an arbitrary point. Let Q′ ∈ T be the unique
point satisfying d1(Q,Q′) = d1(Q, T ). Then

d1(Q,Φ(Q)) = (p + 1)d1(Q,Pred) − 2d1(Q
′, Pred)

d2(Q,Φ(Q)) = (p − 1)d2(Q,Pred).

Proof. The statement on d2 follows immediately from Lemma 4.7. For the state-
ment on d1 we assume Q′ ∈ L0. The cases Q′ ∈ Lz for z ∈ F̄ are analogous and the
case Q′ ∈ L∞ is obtained by interchanging e1 and e2.
First assume Q = Q′, i.e. Q = [x,m(v)]0 ∈ L0. Then Lemma 4.7 implies
Φ(Q) = [px, pm(v) + 2s]0 and hence d1(Q,Φ(Q)) = (p − 1)x = (p − 1)d1(Q,Pred).
Now assume Q 6= Q′. We write

Q = [x,m(v)]q , Q′ = [x′,m(v)]0

with x > x′ = vu(q) ∈ Z>0. Then Φ(Q) = [px, pm(v) + 2s]φ(q) by Lemma 4.7.
Using vu(φ(q)) = px′, we find

d1(Q,Φ(Q)) = (x − x′) + (px′ − x′) + (px − px′)

= (p + 1)x − 2x′ = (p + 1)d1(Q,Pred) − 2d1(Q
′, Pred).

¤

Remark 4.10. This Lemma shows that the case of a direct sum of two isomorphic
objects corresponds to the case B 2 in [PR2] 6.d:
The unique point fixed by Φ is the point Pred and the projection of this point to
the building for PGL2(F̄((u))) is a vertex. The link of this vertex is the projection
of T and all the half-lines Lz of T (for z ∈ P1(F̄)) are fixed by Φ.

Proposition 4.11. With the notations of Definition 4.1 and (4.0.3), (4.0.7) assume
that

(MF̄,Φ) ∼= (Ms(a)[ 1
u ],Φs

a) ⊕ (Ms(a)[ 1
u ],Φs

a)

for some a ∈ F̄× and 0 ≤ s < p − 1.
(i) The schemes Xv

[M ′] are empty for all [M ′] ∈ S(v)\{[Ma]}.
(ii) The scheme Xv

[Ma] is given by

Xv

[Ma]
∼=





∅ if m(v) + r1−r2

p−1 /∈ 2Z

{∗} if 0 = r1−r2

p−1 ∈ Z and r1−r2

p−1 ≡ m(v) mod 2

P1
F̄

if 0 6= r1−r2

p−1 ∈ Z and r1−r2

p−1 ≡ m(v) mod 2.

(iii) If non empty, the scheme Xv

0 is connected.

Proof. We first claim that every v-admissible lattice M can be linked to a v-
admissible lattice M

′ ∈ T by a chain of P1.
Assume M = [x,m(v)]q /∈ T and let Q′ ∈ T be the unique point satisfying
d1(M, Q′) = d1(M, T ). Without loss of generality, we may again assume that
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Q′ = [x′,m(v)]0 ∈ L0. By construction we have M, Q′ ∈ Aq and we choose the
following basis b1, b2 of M:

b1 = u(x+m(v))/2e1 , b2 = u(m(v)−x)/2(qe1 + e2).

•

•
•

•

|
[0, m(v)]0 Q’

L0L∞

Aq

Figure 7. The fat points mark the image of the morphism χ̄ in
the building in the case p = 3 and F = F3.

Applying Lemma 3.7 with this basis yields a morphism χ̄ : P1
F̄
→ GrassMF̄ with

χ̄(z) = [x,m(v)]q+zux−1 for z ∈ F̄ = A1(F̄) and χ̄(∞) = [x − 2,m(v)]q. We have

d1(χ̄(∞), Pred) < d1(χ̄(z), Pred) = d1(M, Pred)

for all z ∈ F̄, while d1(χ̄(z), T ) ≤ d1(M, T ) for all z ∈ P1(F̄) and, by construction,
d1(χ̄(∞), T ) < d1(M, T ).

By Lemma 4.9 and Lemma 2.4, the morphism χ̄ factors through GRv,loc
VF,0 and the

claim follows by induction on the distance d1(M, T ).
Now we assume that M ∈ T is a v-admissible lattice and we are looking for a
v-admissible lattice M

′ that can be linked with M by a P1 and that has strictly
smaller distance d1 from Pred = [0, −2s

p−1 ]0 than M, i.e. d1(M
′, Pred) < d1(M, Pred).

We may assume M = [x,m(v)]0 ∈ L0. Assuming x > 1, our candidate for M
′ is

[x − 2,m(v)]0. Fixing a basis

b1 = u(x+m(v))/2e1 , b2 = u(m(v)−x)/2e2

of M so that M
′ = 〈u−1b1, ub2〉, yields a morphism χ̄ : P1

F̄
→ Grass MF̄ with

χ̄(0) = M and χ̄(∞) = M
′. This morphism factors through GRv,loc

VF,0 iff the lattices

χ̄(z) = [x,m(v)]zux−1 are v-admissible for all z ∈ F̄\{0}.This is the case iff

d1(χ̄(z),Φ(χ̄(z))) = (p + 1)d1(χ̄(z), Pred) − 2d1([x − 1,m(v)]0, Pred)

= (p + 1)x − 2(x − 1) = (p − 1)x + 2 ≤ r1 − r2.

Consider the following subset of v-admissible lattices

N = {M ∈ GRv,loc
VF,0 (F̄) | M /∈ T or (M ∈ T and d1(M, Pred) ≤ r1−r2−2

p−1 )}.
So far, we have shown that all v-admissible lattices M ∈ N can either be linked to
the lattice [0,m(v)]0 or to one of the lattices

(4.1.3) {[1,m(v)]z | z ∈ F̄} ∪ {[−1,m(v)]0} = {M ∈ B̄(m(v)) | d1(M, Pred) = 1}.
by a chain of P1. Here, the two different cases depend on m(v) mod 2. Hence the

subset of GRv,loc
VF,0 ⊗F F̄ given by the lattices in N is connected: using Remark 3.8

again, the set in (4.1.3) forms a P1. The Proposition now follows from the following
two facts:
(a) If M ∈ N , then M is not v-ordinary, i.e. N ⊂ Xv

0 (F̄).
(b) If M /∈ N is v-admissible, then M ∈ Xv

[Ma](F̄) and

(4.1.4) M ∈ {[ r1−r2

p−1 ,m(v)]z | z ∈ F̄} ∪ {[− r1−r2

p−1 ,m(v)]0}.
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By Remark 3.8, this set forms a P1 if r1 6= r2. Otherwise it is a single point.
Proof of (a): If M ∈ T , then d1(M, 〈Φ(M)〉) ≤ r1 − r2 − 2 < r1 − r2 and hence the
elementary divisors of 〈Φ(M)〉 with respect to M are not given by (e − r2, e − r1).
If M /∈ T , say M = [x,m(v)]q with x > vu(q) > 0 for example, then M = 〈b1, b2〉
with

b1 = u(x+m(v))/2e1 , b2 = u(m(v)−x)/2(qe1 + e2)

and one finds

M ∼ (aij)ij =


au

p−1
2 (x+m(v))+s aφ(q)u

p−1
2 m(v)−

p+1
2 x+s

0 au
p−1
2 (m(v)−x)+s




with vu(a12) < vu(a11), because vu(q) < x, and hence the minimal elementary
divisor of 〈Φ(M)〉 with respect to M is not given by a Φ-stable subspace.
Proof of (b): Let M /∈ N be v-admissible. Then M ∈ T and

r1−r2−2
p−1 < d1(M, Pred) ≤ r1−r2

p−1 .

We show that d1(M, Pred) = r1−r2

p−1 which implies (4.1.4).

Suppose that M = [x,m(v)]z with z ∈ F̄ and

x = ± r1−r2−1
p−1 ∈ Z , m(v) = 2e−d′−2s

p−1 = 2e−r1−r2−2s
p−1 .

In this case we find

x + m(v) = 2e−2s−(r1+r2)±(r1−r2)∓1
p−1 /∈ 2Z,

contradiction. We are left to show that M ∈ Xv

[Ma](F̄), i.e. that there exists a

vector eM ∈ M and a Φ-stable subspace F̄[[u]]eM ⊂ M with Φ(eM) = aue−r1eM.
An easy computation shows that we may choose

eM = u
e−r1−s

p−1 (ze1 + e2) if M = [ r1−r2

p−1 ,m(v)]z, z ∈ F̄

eM = u
e−r1−s

p−1 e1 if M = [− r1−r2

p−1 ,m(v)]0.

¤

We conclude the discussion by determining the cases where GRv,loc
VF,0 is reduced to

a single point.

Corollary 4.12. (i) If m(v) ≡ 0 mod 2, then GRv,loc
VF,0 = {∗} iff r1−r2

p−1 < 2.

(ii) If m(v) ≡ 1 mod 2, then GRv,loc
VF,0 can not be a single point.

GRv,loc
VF,0 = ∅ ⇔ 0 ≤ r1−r2

p−1 < 1

GRv,loc
VF,0 ⊗F F̄ ∼= P1

F̄
⇔ 1 ≤ r1−r2

p−1 < 3.

Proof. (i) As m(v) ≡ 0 mod 2, the lattice [0,m(v)]0 is always v-admissible. It

is the unique point of GRv,loc
VF,0 if the lattices M with d1(M, Pred) = 2 are not v-

admissible. By Lemma 4.9 this is the case iff r1−r2

p−1 < 2.

(ii) The scheme is empty if the lattices M with d1(M, Pred) = 1 are not v-
admissible. By Lemma 4.9, this is the case iff r1−r2

p−1 < 1.

If r1−r2

p−1 ≥ 1, then the lattices

{[1, 0]z | z ∈ F̄} ∪ {[−1, 0]0}
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are v-admissible and form a P1
F̄
. Again by Lemma 4.9 there are no other v-

admissible lattices iff r1−r2

p−1 < 3. ¤

4.2. The case (MF̄,Φ) ∼= (M1,Φ1) ⊕ (M2,Φ2). In this section we treat the case
where (MF,Φ) becomes isomorphic to the direct sum of two non-isomorphic one-
dimensional objects after extending the scalars to some finite extension. The situ-
ation is the following: There exists a finite extension F′ of F and a basis e1, e2 of
MF′ such that

MF′ ∼
(

aus 0
0 but

)

with a, b ∈ F′× and 0 ≤ s, t < p− 1. As we are assuming that the direct summands
are not isomorphic, we further have s 6= t or a 6= b. Again we find Φ(Pred) = Pred.

Lemma 4.13. Let Q ∈ B̄(m(v)) be an arbitrary point. Let Q′ ∈ A0 ∩ B̄(m(v)) be
the unique point satisfying d1(Q,Q′) = d1(Q,A0). Then

d1(Q,Φ(Q)) = (p + 1)d1(Q,Pred) − 2d1(Q
′, Pred)

d2(Q,Φ(Q)) = (p − 1)d2(Q,Pred).

Proof. This is similar to Lemma 4.9. Again the statement on d2 is an immediate
consequence of Lemma 4.7. Let Q be any point. We may assume that the unique
point Q′ ∈ A0 ∩ B̄(m(v)) satisfying d1(Q,Q′) = d1(Q,A0) is given by [x,m(v)]0
with x ≥ t−s

p−1 . The case x ≤ t−s
p−1 is obtained by interchanging e1 and e2.

If Q = Q′, then Q ∈ A0 and the statement is a consequence of Lemma 4.7.
Assume Q 6= Q′ and put

Q = [x,m(v)]q , Q′ = [x′,m(v)]0

with x > x′ = vu(q) ≥ t−s
p−1 . Now Φ(Q) = [px + s − t, pm(v) + s + t]q′ with

q′ = ab−1u−(t−s)φ(q).
If s 6= t, then x′ = vu(q) > t−s

p−1 or equivalently x′ = vu(q) < vu(q′) = pvu(q)−(t−s),

and we find

d1(Q,Φ(Q)) = (x − x′) + (px′ − (t − s) − x′) + (px + s − t − (px′ + s − t))

= (p + 1)(x − t−s
p−1 ) − 2(x′ − t−s

p−1 )

= (p + 1)d1(Q,Pred) − 2d1(Q
′, Pred).

If s = t, then a 6= b. We find vu(q) 6= vu(q′) if vu(q) 6= 0 and in this case the
computation is the same as above.
If q = a0 + a1u + . . . with a0 6= 0, then q′ = ab−1a0 + . . . and hence the absolute
coefficient of q is different from the absolute coefficient of q′. The geodesic between
Q and the projection of Φ(Q) to B̄(m(v)) contains the point Q′ = [0,m(v)]0 =
[ t−s
p−1 ,m(v)]0. Hence

d1(Q,Φ(Q)) = x + (px + s − t) = (p + 1)x

= (p + 1)d1(Q,Pred) − 2d1(Q
′, Pred).

¤

Remark 4.14. Again, this Lemma shows the connection to [PR2] 6.d. The point
fixed by Φ is again the point Pred.
If s = t, then we are in the case B 2 of loc. cit.: The projection of the fixed point
to the building for PGL2(F̄((u))) is a vertex. Exactly two of the half-lines of the
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link of this vertex are fixed by Φ.
If s 6= t we are in the case A 2 of loc. cit.: The projection of the fixed point
Pred is not a vertex but it lies on an edge and the projections of the two half-lines
{[x,m(v)]0 | x ≤ t−s

p−1} and {[x,m(v)]0 | x ≥ t−s
p−1} to the building for PGL2(F̄((u)))

are fixed by Φ.

Proposition 4.15. With the notations of Definition 4.1 and (4.0.3), (4.0.7) assume
that

(MF̄,Φ) ∼= (Ms(a)[ 1
u ],Φs

a) ⊕ (Mt(b)[ 1
u ],Φt

b)

with a, b ∈ F̄× and 0 ≤ s, t < p − 1. Further assume a 6= b or s 6= t.
(i) The schemes Xv

[M ′] are empty for all [M ′] ∈ S(v)\{[Ma], [Mb]}.
(ii) If s = t, then

Xv

[Ma]
∼= Xv

[Mb]
=

{
∅ if m(v) + r1−r2

p−1 /∈ 2Z

{∗} if m(v) + r1−r2

p−1 ∈ 2Z,

further Xv

[Ma] = Xv

[Mb]
iff r1 = r2.

(iii) If s 6= t, then

Xv

[Ma] =

{
∅ if t−s

p−1 − r1−r2

p−1 + m(v) /∈ 2Z

{∗} if t−s
p−1 − r1−r2

p−1 + m(v) ∈ 2Z

Xv

[Mb]
=

{
∅ if t−s

p−1 + r1−r2

p−1 + m(v) /∈ 2Z

{∗} if t−s
p−1 + r1−r2

p−1 + m(v) ∈ 2Z.

(iv) If non empty the scheme Xv

0 is connected.

Proof. Again, this is similar to the proof of Proposition 4.11.
First, we link any v-admissible lattice to a v-admissible lattice in A0 by a chain of
P1.
Let M be any v-admissible lattice and let Q′ ∈ A0 ∩ B̄(m(v)) be the unique point
with d1(Q,Q′) = d1(Q,A0). Again, we may assume without loss of generality
Q′ = [x′,m(v)]0 with x′ ≥ t−s

p−1 . Completely analogous to the proof of Proposition

4.11, we find a morphism

χ̄ : P1
F̄
→ GRv,loc

VF,0

such that χ̄(0) = M and d1(χ̄(∞),A0) < d1(M,A0). By induction on the distance
d1(M,A0), we find that we can link any v-admissible lattice to a v-admissible
lattice in A0.
Now assume M = [x,m(v)]0 ∈ A0.

If x > t−s
p−1 , we find a map P1 → GRv,loc

VF,0 , as in the proof of Proposition 4.11, whose

image contains [x,m(v)]0 and [x − 2,m(v)]0, if (p − 1)(x − t−s
p−1 ) ≤ r1 − r2 − 2.

If x < t−s
p−1 , we find a map P1 → GRv,loc

VF,0 whose image contains [x,m(v)]0 and

[x + 2,m(v)]0, if (p − 1)( t−s
p−1 − x) ≤ r1 − r2 − 2.

Similarly as in Proposition 4.11, one can proof the following two facts:
(a) The set

N = {M ∈ GRv,loc
VF,0 (F̄) | M /∈ A0 or (M ∈ A0 and d1(M, Pred) ≤ r1−r2−2

p−1 )}
consists of non-v-ordinary lattices.
(b) If M ∈ A0 is v-admissible, then

d1(M, Pred) > r1−r2−2
p−1 ⇒ d1(M, Pred) = r1−r2

p−1 .
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Now N defines a connected subset of Xv

0 :
If s 6= t, then there is a unique lattice with minimal distance from [ t−s

p−1 ,m(v)]0 and

every v-admissible lattice in N can be linked to this lattice by a chain of P1.
If s = t, then either [ t−s

p−1 ,m(v)]0 is a lattice itself and any v-admissible lattice can

be linked to this lattice by a chain of P1, or there are two v-admissible lattices
[±1,m(v)]0 in N with distance 1 from [0,m(v)]0 and by the above there is a
morphism

P1 → GRv,loc
VF,0

containing both lattices in its image. Thus N defines a connected subset.
Consider the following points:

Q+ = [ t−s
p−1 + r1−r2

p−1 ,m(v)]0

Q− = [ t−s
p−1 − r1−r2

p−1 ,m(v)]0.

We are left to show that, if one of these points defines a lattice M+ = Q+ (resp.
M− = Q−), then this point lies in Xv

[Mb]
(resp Xv

[Ma]).

If t−s
p−1 − r1−r2

p−1 + m(v) ∈ 2Z, then Q− = M− is a lattice and

eM−
= u(e−r1−s)/(p−1)e1

defines a Φ-stable subspace satisfying Φ(eM−
) = aue−r1eM−

, i.e. M− ∈ Xv

[Ma].

If t−s
p−1 + r1−r2

p−1 + m(v) ∈ 2Z, then Q+ = M+ is a lattice and

eM+
= u(e−r1−t)/(p−1)e2

defines a Φ-stable subspace satisfying Φ(eM+
) = bue−r1eM+

, i.e. M+ ∈ Xv

[Mb]
.

We have two different cases:
If s = t and r1−r2

p−1 + m(v) ∈ 2Z, then the lattices M+ and M− define points

M− ∈ Xv

[Ma] and M+ ∈ Xv

[Mb]
which coincide iff r1 = r2.

If s 6= t, then

Q− defines an isolated point in Xv

[Ma] ⇔ t−s−(r1−r2)
p−1 + m(v) ∈ 2Z

Q+ defines an isolated point in Xv

[Mb]
⇔ t−s+(r1−r2)

p−1 + m(v) ∈ 2Z.

This cannot happen at the same time, as t−s
p−1 /∈ Z. This finishes the proof of the

Proposition. ¤

Corollary 4.16. (i) Assume s = t.

(a) If m(v) ≡ 0 mod 2, then GRv,loc
VF,0 = {∗} iff r1−r2

p−1 < 2.

(b) If m(v) ≡ 1 mod 2, then GRv,loc
VF,0 cannot be a single point.

GRv,loc
VF,0 = ∅ ⇔ 0 ≤ r1−r2

p−1 < 1

GRv,loc
VF,0 = {∗} ∪ {∗} ⇔ 1 ≤ r1−r2

p−1 < 3.

(ii) Assume s 6= t.
Define x0 = ⌊ t−s

p−1⌋ and write ξ = t−s
p−1 − x0 for the fractional part of t−s

p−1 .

GRv,loc
VF,0 = {∗} ⇔

{
0 + ξ ≤ r1−r2

p−1 < 2 − ξ if m(v) ≡ x0 mod 2

1 − ξ ≤ r1−r2

p−1 < 1 + ξ if m(v) 6≡ x0 mod 2.
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Proof. (i) This is nearly identical to Corollary 4.12.
(ii) Assume m(v) ≡ x0 mod 2. Then [x0,m(v)]0 is the unique lattice with minimal
distance d1 from Pred. By Lemma 4.13 it is v-admissible iff r1−r2

p−1 ≥ ξ.

Again by Lemma 4.13 it is the only v-admissible lattice iff [x0 + 2,m(v)]0 is not
v-admissible. This is the case iff r1−r2

p−1 < 2 − ξ.

The case m(v) 6≡ x0 mod 2 is similar. ¤

4.3. The case of a non split extension. Finally, we analyze the case where
(MF̄,Φ) is a non split extension of two one dimensional objects. There is a basis
e1, e2 such that

MF̄ ∼
(

aus γ
0 but

)

with 0 ≤ s, t < p−1 and a, b ∈ F̄×, γ ∈ F̄((u)). In any basis of the form e1, qe1 + e2

defining the apartment Aq, the endomorphism Φ is upper triangular with diagonal
entries aus and but, and we fix the basis such that the valuation of the upper right
entry k := vu(γ) is maximal.

Lemma 4.17. (i) The integer k = vu(γ) satisfies

k ≤ pt−s
p−1 .

(ii) If M = [x, y]q with min{x, vu(q)} ≥ k−s
p , then

d1(M, 〈Φ(M)〉) = (p + 1)x + s + t − 2k

d2(M, 〈Φ(M)〉) = (p − 1)d2(M, Pred).

(iii) If M = [x, y]q with x < k−s
p or vu(q) < k−s

p , let Q′ ∈ A0 ∩ B̄(y) be the unique

point such that d1(M, Q′) = d1(M,A0). Then

d1(M, 〈Φ(M)〉) = (p + 1)d1(M, Pred) − 2d1(Q
′, Pred)

d2(M, 〈Φ(M)〉) = (p − 1)d2(M, Pred).

Proof. (i) This follows from the maximality of k = vu(γ): We have

(4.3.1) Φ(qe1 + e2) = (γ + ausφ(q) − butq)e1 + but(qe1 + e2).

And

vu(ausφ(q) − butq) =

{
vu(q) + t if vu(q) > t−s

p−1

pvu(q) + s if vu(q) < t−s
p−1 .

If we had k = vu(γ) = vu(q) + t for any q with vu(q) > t−s
p−1 , we could delete the

leading coefficient of γ in (4.3.1) which contradicts the maximality of vu(γ). Hence
we have k < vu(q) + t for all q with vu(q) > t−s

p−1 which yields the first claim.

(ii) The first part of the lemma implies k−s
p ≥ k − t and hence our assumptions on

vu(q) imply k ≤ min{vu(q)+ t, pvu(q)+s}. We find vu(γ +ausφ(q)− butq) = vu(γ)
and we may assume q = 0, i.e. M ∈ A0, as the situation is the same as in the
standard apartment. Now we have 〈Φ(M)〉 = [px + s − t, py + s + t]b−1u−tγ , and

x ≥ k−s
p implies

px + s − t ≥ k − t , x ≥ k − t.
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Thus d1(M, 〈Φ(M)〉) = (px + s− t− (k− t)) + (x− (k− t)) = (p + 1)x + s + t− 2k.
The statement on d2 is easy.
(iii) If M /∈ A0, then vu(q) < k−s

p ≤ t−s
p−1 and hence

vu(γ + ausφ(q) − butq) = vu(ausφ(q) − butq)

and the situation is the same as in the split case, i.e. the case γ = 0. If M ∈ A0,
then 〈Φ(M)〉 ∈ A0 and the statement is easy. ¤

Remark 4.18. In the case of a non split extension we are in the case B 2 or A 3
of [PR2] 6.d. More precisely, if k−s

p /∈ Z, then the unique fixed point of ([PR2],

Prop. 6.1) is not in the building B̄. It is only visible after extending F̄((u)) to
some separable wildly ramified extension (the apartment containing the fixed point
will branch off from A0 at the line x = k−s

p , because we can successively delete

the leading coefficient of γ in (4.3.1) if there is some q with vu(q) = k−s
p ). The

image of the half line {[x,m(v)]0 | x ≤ k−s
p } in the building for PGL2(F̄((u))) is

stable under Φ and the geodesic between [⌊k−s
p ⌋+ 1,m(v)]0 and its image under Φ

contains the (projection of the) point [x0,m(v)]0 in the building for PGL2(F̄((u))).
This is the case A 3 of [PR2] 6.d.
If k−s

p ∈ Z, then we are in the case B 2 of [PR2] 6.d.: In this case the maximality

of k = vu(q) implies k − t = k−s
p = t−s

p−1 = 0 (otherwise we could delete the leading

coefficient of γ) and we find that Pred is the fixed point in the building. In this case
there is a unique half-line in the apartment for PGL2(F̄((u))) that is fixed by Φ,
namely the image of the half-line {[x,m(v)]0 | x ≤ 0} under the projection.

Proposition 4.19. With the notations of Definition 4.1 and (4.0.3), (4.0.7), as-
sume that (MF̄,Φ) is a non split extension

0 → (Ms(a)[ 1
u ],Φs

a) → (MF̄,Φ) → (Mt(b)[ 1
u ],Φt

b) → 0

for some a, b ∈ F̄× and 0 ≤ s, t < p − 1.
(i) The schemes Xv

[M ′] are empty for all [M ′] ∈ S(v)\{[Ma]}.
(ii) For Xv

[Ma] the following holds:

Xv

[Ma] =

{
∅ if t−s

p−1 − r1−r2

p−1 + m(v) /∈ 2Z

{∗} if t−s
p−1 − r1−r2

p−1 + m(v) ∈ 2Z.

(iii) If non empty, the scheme Xv

0 is connected.

Proof. Lemma 4.17 (i) implies k−s
p ≤ t−s

p−1 and an easy computation using the same

inequality shows that

t−s
p−1 − r1−r2

p−1 ≤ k−s
p ⇔ k−s

p ≤ 1
p+1 (r1 − r2 − s − t + 2k),

and hence
t−s
p−1 − r1−r2

p−1 ≤ k−s
p ≤ 1

p+1 (r1 − r2 − s − t + 2k),

if GRv,loc
VF,0 6= ∅. Further denote by Ñ the set of v-admissible lattices M = [x,m(v)]q

with k−s
p ≤ min{x, vu(q)}.

As we have seen above, the situation for the v-admissible lattices M /∈ Ñ is the
same as in the split case. Hence we can link all v-admissible lattices to v-admissible
lattices in A0 by a chain of P1. If M = [x,m(v)]0 is a v-admissible lattice in A0
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with x + 2 < k−s
p , then there is a P1 in GRv,loc

VF,0 containing M = [x,m(v)]0 and

[x+2,m(v)]0 , except if M = M− = [ t−s−(r1−r2)
p−1 ,m(v)]0 which defines an isolated

point in Xv

[Ma] if t−s
p−1 − r1−r2

p−1 + m(v) ∈ 2Z (compare Proposition 4.15).

Let M
′ = [x0,m(v)]0 be the lattice where x0 is the maximal integer smaller than

k−s
p that is congruent to m(v) mod 2. We claim:

(a) If M
′ is v-admissible and x0 6= t−s

p−1 − r1−r2

p−1 , then any lattice in Ñ can be linked

to M
′ by a chain of P1.

(b) The lattices M ∈ Ñ are non-v-ordinary.
This finishes the proof of the proposition.

Proof of (a): Let M = [x,m(v)]q ∈ Ñ be a lattice. Without loss of generality,
we may assume M ∈ A0, as the situation is the same in all apartments Aq with

vu(q) ≥ k−s
p . By Lemma 4.17, we have

k−s
p ≤ x ≤ 1

p+1 (r1 − r2 − s − t + 2k).

We consider the basis

b1 = u(x+m(v))/2e1 , b2 = u(m(v)−x)/2e2

of M and by Lemma 3.7, there is a morphism

χ̄ : P1
F̄
→ Grass MF̄

with χ̄(z) = [x,m(v)]zx−1 for z ∈ F̄ and χ̄(∞) = [x − 2,m(v)]0.

If x−1 ≥ k−s
p , then the morphism factors over GRv,loc

VF,0 . Consider the following two
cases:
If k−s

p ≤ x0 +1, then this argument shows that we can link all M ∈ Ñ to the lattice

[x0,m(v)]0 by a chain of P1.

If k−s
p > x0 + 1, then this argument shows that we can link all M ∈ Ñ to the

lattice M
′′ = [x0 + 2,m(v)]0 by a chain of P1. We can link the lattice M

′′ to the
lattice M

′ = [x0,m(v)]0 if the lattices Mz = [x0,m(v)]zux−1 are v-admissible for
all z ∈ F̄. For z 6= 0 we have

d1(Mz, 〈Φ(Mz)〉) = (p + 1)d1(Mz, Pred) − 2d1(Q
′, Pred),

where Q′ = [x0 + 1,m(v)]0 is the unique point in A0 with minimal distance from
Mz. Hence d1(Mz, 〈Φ(Mz)〉) = d1(M

′, 〈Φ(M′)〉) + 2 and the morphism factors

through GRv,loc
VF,0 as x0 6= t−s

p−1 − r1−r2

p−1 . (Otherwise M
′ is the unique isolated point

in Xv

[Ma]).

Proof of (b): Let M ∈ Ñ be a lattice. Similarly to the proof of Proposition 4.11,
we find

M ∼
(

a11 a12

0 a22

)

with vu(a12) < vu(a11) and hence the minimal elementary divisor of 〈Φ(M)〉 with
respect to M is not defined by a Φ-stable subspace. ¤

Summarizing the results on the connected components we find the following Theo-
rem.

Theorem 4.20. Assume that (MF,Φ) becomes reducible after extending the scalars
to some finite extension F′ of F.

(i) The subschemes Xv

0 and Xv

[M ′] are open and closed in GRv,loc
VF,0 ⊗F F̄ for all
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isomorphism classes [M ′] ∈ S(v).
(ii) If non empty, the scheme Xv

0 is connected.
(iii) For each [M ′] ∈ S(v) the scheme Xv

[M ′] is either empty, a single point or

isomorphic to P1
F̄
.

(iv) There are at most two isomorphism classes [M ′] ∈ S(v) such that Xv

[M ′] 6= ∅.

Proof. This is a summary of the Propositions 4.11, 4.15 and 4.19. ¤

This theorem implies a modified version of the conjecture of Kisin stated in ([Ki],
2.4. 16).

Definition 4.21. For an integer s denote by GRv,loc,s
VF,0 the open and closed sub-

scheme of GRv,loc
VF,0 consisting of all v-admissible lattices M, where the rank of the

maximal Φ-stable subobject M1 satisfying 〈Φ(M1)〉 = ue−r1M1 is equal to s.

Corollary 4.22. Assume p 6= 2 and let ρ : GK → VF be any two-dimensional con-
tinuous representation of GK that admits a finite flat model after possibly extending
the scalars to some finite extension of F.
Assume that EndF′[GK ](VF′) is a simple algebra for all finite extensions F′ of F.

Then GRv,loc,s
VF,0 is geometrically connected for all s. Furthermore

(i) If s = 1 and EndF′[GK ](VF′) = F′ for all finite extensions F′ of F, then GRv,loc,s
VF,0

is either empty or a single point.
If s = 1 and EndF′[GK ](VF′) = M2(F

′) for some finite extension F′ of F, then

GRv,loc,s
VF,0 is either empty or becomes isomorphic to P1

F′ after extending the scalars

to F′.
(ii) If s = 2, then GRv,loc,s

VF,0 is either empty or a single point.

Proof. Our definitions imply

GRv,loc,0
VF,0 ⊗F F̄ = Xv

0 .

Further

⋃

[M ′]∈S(v)

Xv

[M ′] =

{
GRv,loc,1

VF,0 if r1 > r2

GRv,loc,2
VF,0 if r1 = r2.

By ([Br], Thm. 3.4.3) we have EndF′[GK ](VF′) = EndF′((u)),Φ(MF′). The same The-
orem implies that the image of the category of finite flat GK-representations on
finite length Zp-algebras under the restriction to GK∞

is closed under subobjects
and quotients. Hence VF′ is irreducible (resp. reducible, resp. split reducible) if
and only if (MF′ ,Φ) is. An easy computation yields:
EndF′[GK ](VF′) = F′ if VF′ is irreducible or non-split reducible.
EndF′[GK ](VF′) = F′ × F′ if VF′ is the direct sum of two non-isomorphic one-
dimensional representations.
EndF′[GK ](VF′) = M2(F

′) if VF′ is the direct sum of two isomorphic one-dimensional
representations.
The Corollary now follows from Theorem 4.20 and Propositions 4.11, 4.15 and
4.19. ¤



STRUCTURE OF MODULI OF FINITE FLAT GROUP SCHEMES 31

5. The structure of Xv

0

In this section we want to analyze the structure of the connected component Xv

0 of
non-v-ordinary lattices. In the absolutely simple case we have

Xv

0 = GRv,loc
VF,0 ⊗F F̄

and this is isomorphic to a Schubert variety. In the reducible case it turns out that
this component has a quite complicated structure. It is in general not irreducible
and its irreducible components have varying dimensions.

5.1. The case (MF̄,Φ) ∼= (M1,Φ1)⊕ (M1,Φ1). We assume that (MF̄,Φ) is a direct
summand of two isomorphic one-dimensional objects and we will use the notations
of section 4.1. First we define some subsets of the affine Grassmannian.
Denote by n the maximal integer congruent to m(v) mod 2, such that

(5.1.1) n ≤ r1−r2+2
p+1 .

Denote by l the minimal integer such that

(5.1.2) n + 2 ≤ r1−r2+2l
p+1 .

For z ∈ P1(F̄) and j ≥ 0 we define the following points:

Qz
j = [l + (p + 1)j,m(v)]z if z ∈ F̄

Q∞
j = [−l − (p + 1)j,m(v)]0.

We define the following subschemes Z,Zj ⊂ Xv

0 for j ≥ 0 by specifying its closed
points:

(5.1.3)

Z(F̄) = {M ∈ B̄(m(v)) | d1(M, Pred) ≤ n}
Zj(F̄) =

⋃

z∈P1(F̄)

{M ∈ B̄(m(v)) | d1(M, Qz
j ) ≤ n + 2 − l − (p − 1)j}.

We want to consider these subsets as subschemes with the reduced scheme structure.

Lemma 5.1. With the notations of (5.1.1)-(5.1.3):

Xv

0 (F̄) = (
⋃

j≥0

Zj(F̄)) ∪ Z(F̄).

Proof. Let M = [x,m(v)]q be a non-v-ordinary lattice and denote by Q′ = [x′,m(v)]z
the unique lattice with d1(M, Q′) = d1(M, T ). Without loss of generality, we may
assume that Q′ ∈ L0, i.e. z = 0 and vu(q) = x′ > 0.
If 1 ≤ x′ = vu(q) < l, then by Lemma 4.9 and the definition of n and l we find that
M is v-admissible (and non-v-ordinary) iff d1(M, Pred) ≤ n.
If vu(q) ≥ l, then there is a unique j such that l +(p+1)j ≤ x′ < l +(p+1)(j +1).

By Lemma 4.9, we find that M is v-admissible iff d1(M, Pred) ≤ r1−r2+2x′

p+1 . Now

d1(M, Pred) = d1(M, Q0
j ) + (l + (p + 1)j)

and hence M is v-admissible iff

d1(M, Q0
j ) ≤ r1−r2+2l

p+1 + 2(x′−l−(p+1)j)
p+1 − l − (p − 1)j.

By the definition of n and l and the fact x′ − l − (p + 1)j < (p + 1) we find that M

is v-admissible iff
d1(M, Q0

j ) ≤ n + 2 − l − (p − 1)j.

This yields the claim. ¤
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Proposition 5.2. With the notation of (5.1.1)-(5.1.3):

(5.1.4) Xv

0 = (
⋃

j≥0

Zj) ∪ Z.

(i) The scheme Z is isomorphic to an n-dimensional Schubert variety.
(ii) For j ≥ 0 there is a projective, surjective and birational morphism

fj : P1
F̄
× Yj → Zj

where Yj is an n + 2 − l − (p − 1)j dimensional Schubert variety. Especially Zj is
closed and irreducible.
(iii) If l 6= 2, then (5.1.4) is the decomposition of Xv

0 into its irreducible components.
(iv) If l = 2, then the decomposition of Xv

0 into its irreducible components is given
by

Xv

0 =
⋃

j≥0

Zj .

(v) The dimension of Xv

0 is given by

dim Xv

0 =

{
n + 1 if l = 2

n if l 6= 2.

Proof. (i) The closed points of the scheme Z are the lattices with distance smaller
than n from the point [0,m(v)]0. By the same argument as in the proof of Theorem
3.9 (b), this is an n-dimensional Schubert variety.
(ii) The scheme Zj is the union of the Schubert varieties consisting of the lattices
M with distance d1(M, Qz

j ) ≤ n + 2 − l − (p − 1)j =: nj for z ∈ P1(F̄).
Let us first assume that m(v) ≡ xj := l + (p + 1)j mod 2, i.e. Qz

j is a lattice for

all z ∈ P1(F̄). For any linearly independent vectors b1 and b2 denote by

ψ(b1, b2) : Yj →֒ GrassMF̄

the inclusion of the Schubert variety of lattices M with

d1(M, 〈b1, b2〉) ≤ nj

d2(M, 〈b1, b2〉) = 0.

First we construct a morphism

f̃j : P1
F̄
× Yj → Grass MF̄.

The inclusion ψ(e1, e2) defines a sheaf MYj
of OYj

[[u]]-lattices in MF̄⊗̂F̄OYj
. If

U = Spec A ⊂ Yj is an affine open we write MA = Γ(U,MYj
) for the A[[u]]-lattice

in MF̄⊗̂F̄A defined by MYj
. To define the morphism f̃j we define a sheaf M̃ of

OP
1

F̄
×Yj

[[u]]-lattices in MF̄⊗̂F̄OP
1

F̄
×Yj

. Let P1
F̄

= V0 ∪ V∞ with V0 = Spec F̄[T ] and

V∞ = Spec F̄[T−1]. We define M̃ by specifying its sections over the open subsets
V × U of P1

F̄
× Yj where V ⊂ P1

F̄
and U = SpecA ⊂ Yj are affine open subschemes.

If V ′ = Spec F̄[T ]g ⊂ V0 for some g ∈ F̄[T ], then Γ(V ′ × U,M̃) is the pushout of

MA⊗̂AA[T ]g via the endomorphism of MF̄⊗̂F̄A[T ]g defined by the matrix

C0
A =

(
u(m(v)+xj)/2 Tu(m(v)−xj)/2

Tu(m(v)+xj)/2 u(m(v)−xj)/2

)
.
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If V ′′ = Spec F̄[T−1]h ⊂ V∞ for some h ∈ F̄[T−1], then Γ(V ′′×U,M̃) is the pushout
of MA⊗̂AA[T−1]h via the endomorphism of MF̄⊗̂F̄A[T−1]h defined by the matrix

C∞
A =

(
T−1u(m(v)+xj)/2 u(m(v)−xj)/2

u(m(v)+xj)/2 T−1u(m(v)−xj)/2

)
.

These definitions are compatible: if V ′ ⊂ V0 ∩ V∞ = Spec F̄[T, T−1], then the
matrices C0

A and C∞
A differ by a unit (namely T resp. T−1). Further this definitions

are compatible with localization in the following sense.
If U ′ = Spec B ⊂ U = SpecA is an affine open, then

Γ(V ′ × U ′,M̃) = Γ(V ′ × U,M̃)⊗̂AB,

as MB = MA⊗̂AB. And similarly for V ′′ and for localization on P1
F̄
. As the sets

{V ′ × U, V ′′ × U | V ′ ⊂ V0 , V ′′ ⊂ V∞ , U ⊂ Yj affine open} form a basis of the
topology this indeed defines a sheaf of OP

1

F̄
×Yj

[[u]]-lattices on P1
F̄
× Yj .

••

•

•

Figure 8. The closed points of Zj in the building in the case
p = 3, F = F3. The fat points mark the points Qz

j for z ∈ P1(F).

By construction the values of f̃j on closed points are given by

f̃j ((z1 : z2), x) = ψ
(
u(m(v)+xj)/2(z1e2 + z2e1), u

(m(v)−xj)/2(z1e1 + z2e2)
)

(x).

If we set T = z ∈ F̄ (resp. T−1 = 0), then we pushout the Schubert variety Yj

along the automorphism

e1 7→ u(m(v)+xj)/2e1

e2 7→ u(m(v)−xj)/2(ze1 + e2).

This is the Schubert variety consisting of the lattices M with d1(M, Qz
j ) ≤ nj ,

where
Qz

j = 〈u(m(v)+xj)/2e1, u
(m(v)−xj)/2(ze1 + e2)〉.

The conclusion for the point at infinity in P1(F̄) is similar. This also shows that

the image of f̃j is Zj . As P1
F̄
× Yj is reduced, the morphism f̃j factors through

Zj and we obtain a surjective morphism fj : P1
F̄
× Yj → Zj . As the source of this
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morphism is projective, it follows that Zj is a closed irreducible subset of the affine
Grassmannian and that the morphism fj is projective.

We have to show that it is birational. Denote by Ũ ⊂ Yj the subset of all lattices

{M = 〈unj/2e1, u
−nj/2(qe1 + e2) | q =

nj−1∑

i=0

aiu
i〉},

(our assumptions guarantee that nj is even in this case). This subscheme is iso-
morphic to the affine space A

nj

F̄
and is a maximal dimensional affine subspace of

Yj . Now Ṽ = fj(V0 × Ũ) ⊂ Zj is the subset of all lattices


M = 〈u(n+2j+2)/2e1, u

−(n+2j+2)/2(qe1 + e2)〉 | q = a0 +

n+2j+1∑

i=l+(p+1)j

aiu
i



 .

This is again an affine space and fj maps V0 × Ũ isomorphically onto Ṽ . Thus it is
birational.
The case m(v) 6≡ xj mod 2 is similar. We have to consider the lattices

[l + (p + 1)j,m(v) − 1]z for z ∈ F̄

[−l − (p + 1)j,m(v) − 1]0

instead of Qz
j . Now Yj →֒ GrassMF̄ is the inclusion of the Schubert variety of

lattices M with d2(M, 〈b1, b2〉) = 1 and the same condition on d1 as above. The
conclusion is now similar.
(iii) For i ≥ 0 we always have

Zi 6⊂ (
i−1⋃

j=0

Zj) ∪ Z,

because for example [n + 2i + 2,m(v)]0 ∈ Zi(F̄) but not in the latter union, as we
can see from the definitions. If l 6= 2, then

Z 6⊂
⋃

j≥0

Zj

because for example [n,m(v)]u ∈ Z(F̄) but not in the latter union. The claim
follows from that and the computation of the dimensions: At first consider Z ⊂ Xv

0 .
This is irreducible and its complement has dimension less or equal to dim Z. Now
consider Z ∪ Z0 6⊃ Z. The complement of this subscheme has dimension (strictly)
less than dim Z0. Proceeding by induction on j yields the claim.
(iv) In the case l = 2 we have Z ⊂ Z0: If M = [x,m(v)]q ∈ Z(F̄) and if we assume
again vu(q) > 0, then d1(M, T ) ≤ n − 1 and hence

d1(M, Q0
0) = d1(M, Q′) + d1(Q

′, Q0
0) ≤ n − 1 + l − 1 = n + 2 − l.

Thus each point M ∈ Z(F̄) is also contained in Z0. The statement now follows by
the same argument as in (iii).
(v) This is a consequence of (i)-(iv). ¤

Remark 5.3. On each of the half lines Lz for z ∈ P1(F̄) we find Schubert varieties
with decreasing dimensions. This behavior is called "thinning tubes" in [PR2] 6.d.
compare loc. cit. B 2.
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5.2. The case (MF̄,Φ) ∼= (M1,Φ1) ⊕ (M2,Φ2). In this section we assume that

MF̄ ∼
(

aus 0
0 but

)

with a, b ∈ F̄× and 0 ≤ s, t < p − 1. Further we assume s 6= t or a 6= b.
Assume s = t and let n be the largest integer that is congruent to m(v) mod 2
and that satisfies

(5.2.1) n ≤ r1−r2

p+1 .

Denote by l the smallest integer satisfying

(5.2.2) n + 2 ≤ r1−r2+2l
p+1 .

Define the points

Q±
j = [±(l + (p + 1)j),m(v)]0,

and the subschemes Z,Z±
j ⊂ Xv

0 by:

Z(F̄) = {M ∈ B̄(m(v)) | d1(M, Pred) ≤ n}
Z±

j (F̄) = {M ∈ B̄(m(v)) | d1(M, Q±
j ) ≤ n + 2 − l − (p − 1)j}.

Proposition 5.4. Assume s = t and define n and l as in (5.2.1) and (5.2.2).
(i) The scheme Z is isomorphic to an n-dimensional Schubert variety.
(ii) The schemes Z±

j are isomorphic to n + 2 − l − (p − 1)j dimensional Schubert
varieties.
(iii) If l 6= 1, then

Xv

0 = Z ∪ (
⋃

j≥0

Z+
j ) ∪ (

⋃

j≥0

Z−
j )

is the decomposition of Xv

0 into its irreducible components.
(iv) If l = 1, then

Xv

0 = (
⋃

j≥0

Z+
j ) ∪ (

⋃

j≥0

Z−
j )

is the decomposition of Xv

0 into its irreducible components.
(v) The dimension of Xv

0 is given by

dim Xv

0 =

{
n + 1 if l = 1

n if l 6= 1.

Proof. (i) and (ii) follow immediately from the definitions.
As in Lemma 5.1 we easily find

(5.2.3) Xv

0 = Z ∪ (
⋃

j≥0

Z+
j ) ∪ (

⋃

j≥0

Z−
j )

and as in Proposition 5.2 we find

Z±
i 6⊂ Z ∪ (

i−1⋃

j≥0

Z+
j ) ∪ (

i−1⋃

j≥0

Z−
j ).

Further

Z 6⊂ Z±
0 if l 6= 1

Z ⊂ Z±
0 if l = 1.
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The computations are the same as in the proof of Proposition 5.2 with the only
difference that we have to replace T by L0 ∪ L∞ = A0 ∩ B̄(m(v)). Part (iii) and
(iv) now follow exactly as in the proof of Proposition 5.2.
Finally (v) follows from (i)-(iv). ¤

In the case s 6= t we have to distinguish more different cases. We only sketch the
structure of the irreducible components.
Denote by x0 = ⌊ t−s

p−1⌋ the integral part of t−s
p−1 . Let n+ be the largest integer

congruent to m(v) mod 2 such that

(5.2.4) n+ ≤ t−s
p−1 + 1

p+1 (r1 − r2 + 2(x0 + 1 − t−s
p−1 )).

Let n− be the smallest integer congruent to m(v) mod 2 such that

(5.2.5) n− ≥ t−s
p−1 − 1

p+1 (r1 − r2 + 2( t−s
p−1 − x0)).

By Lemma 4.13, these numbers have the following meaning: The maximal distance
d1 of a v-admissible lattice in Aq\A0 with vu(q) = x0 + 1 from Pred is n+ − t−s

p−1 ;

the maximal distance d1 of a v-admissible lattice in Aq\A0 with vu(q) = x0 from
Pred is t−s

p−1 − n−. We define

(5.2.6)
x1 = 1

2 (n+ + n−)

n = 1
2 (n+ − n−).

Let Z be the subscheme whose closed points are given by

Z(F̄) = {M ∈ B̄(m(v)) | d1(M, [x1,m(v)]0) ≤ n}.
This is a n-dimensional Schubert variety. Let l+ be the smallest integer such that

n+ + 2 ≤ t−s
p−1 + 1

p+1 (r1 − r2 + 2(l+ − t−s
p−1 )),

i.e. the smallest integer such that there are v-admissible lattices with x-coordinate
n+ + 2 in the apartments branching of from A0 at the line x = l+.
Similarly, let l− the largest integer such that

n− − 2 ≥ t−s
p−1 − 1

p+1 (r1 − r2 + 2( t−s
p−1 − l−)).

For j ≥ 0 we define the following points

Q+
j = [l+ + (p + 1)j,m(v)]0

Q−
j = [l− − (p + 1)j,m(v)]0.

Again, we define the following subschemes of Xv

0 :

(5.2.7)
Z+

j (F̄) = {M ∈ B̄(m(v)) | d1(M, Q+
j ) ≤ n+ + 2 − l+ − (p − 1)j}

Z−
j (F̄) = {M ∈ B̄(m(v)) | d1(M, Q−

j ) ≤ l− + 2 − n− − (p − 1)j}.
These subschemes are isomorphic to Schubert varieties.

Lemma 5.5. With the above notation we have

(5.2.8) Xv

0 (F̄) = Z(F̄) ∪ (
⋃

j≥0

Z+
j (F̄)) ∪ (

⋃

j≥0

Z−
j (F̄)).
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Proof. The proof of this fact is similar to the proof of Lemma 5.1.
If M = [x,m(v)]q is a lattice, we denote by Q′ the unique point in A0 ∩ B̄(m(v))
with d1(M, Q′) = d1(M,A0). We assume that Q′ = [x′,m(v)]0 with x′ > t−s

p−1 .

If x′ < l+, then M is v-admissible (and non-v-ordinary) if and only if M ∈ Z(F̄).
This is a direct consequence of the definitions.
If x′ ≥ l+, there is a unique integer j ≥ 0 such that

l+ + (p + 1)j ≤ x′ < l+ + (p + 1)(j + 1).

In this case the definitions imply that M is v-admissible (and non-v-ordinary) if
and only if M ∈ Z+

j (F̄) (compare the proof of Lemma 5.1).

The conclusions for x′ < t−s
p−1 are similar. In the set of coordinates considered

above, the computations become more complicated, but we can also deduce this
result by interchanging e1 and e2. ¤

Proposition 5.6. With the notations of (5.2.4)-(5.2.7) :

(5.2.9) Xv

0 = Z ∪ (
⋃

j≥0

Z+
j ) ∪ (

⋃

j≥0

Z−
j ).

(i) The scheme Z is isomorphic to an n-dimensional Schubert variety.
(ii) For j ≥ 0 the schemes Z±

j are isomorphic to Schubert varieties of dimension

dim Z+
j = n+ + 2 − l+ − (p − 1)j

dim Z−
j = l− + 2 − n− − (p − 1)j.

(iii) If Z 6⊂ Z+
0 ∪ Z−

0 , then (5.2.9) is the decomposition of Xv

0 into its irreducible
components.
(iv) If Z ⊂ Z+

0 ∪ Z−
0 , then

Xv

0 = (
⋃

j≥0

Z+
j ) ∪ (

⋃

j≥0

Z−
j )

is the decomposition of Xv

0 into its irreducible components.

In this case we would have to consider many cases in order to determine whether
Z ⊂ Z+

0 ∪ Z−
0 or not from the given integers r1, r2, s, t.

Proof. By use of Lemma 5.5, this is nearly the same as in the proof of Proposition
5.4. ¤

Remark 5.7. Again, we find that the Schubert varieties of decreasing dimension
defined above correspond to the "thinning tubes" in [PR2] 6.d along the Φ-stable
half lines {[x,m(v)]0 | x ≤ t−s

p−1} and {[x,m(v)]0 | x ≥ t−s
p−1} in the building for

PGL2(F̄((u))).

5.3. The case of a non split extension. As in section 4.3, we assume that there
is a basis e1, e2 of MF̄ such that

MF̄ ∼
(

aus γ
0 but

)

for some a, b ∈ F̄×, γ ∈ F̄((u)) and 0 ≤ s, t < p − 1. We assume that (MF̄,Φ) is a
non-split extension and use the notations of section 4.3.
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Denote by x0 the largest integer x0 < k−s
p . Let n+ be the largest integer congruent

m(v) mod 2 such that

(5.3.1) n+ ≤ 1
p+1 (r1 − r2 − s − t + 2k).

Let n− be the smallest integer congruent m(v) mod 2 such that

(5.3.2) n− ≥ t−s
p−1 − 1

p+1 (r1 − r2 + 2( t−s
p−1 − x0)).

These numbers have the following meaning: The integer n+ is the maximal x-
coordinate of a v-admissible lattice in Aq with vu(q) ≥ k−s

p ; further t−s
p−1 − n− is

the maximal distance d1 of a v-admissible lattice in Aq\A0 with vu(q) = x0 from
Pred. As above, we define the following integers

(5.3.3)
x1 = 1

2 (n+ + n−)

n = 1
2 (n+ − n−).

We have x1 ∈ {x0, x0 + 1} which can be deduced from the equation

1
p+1 (r1 − r2 − s − t + 2k) − k−s

p = k−s
p − ( t−s

p−1 − 1
p+1 (r1 − r2 + 2( t−s

p−1 − k−s
p ))).

(Here, we compute the distance from the point k−s
p and write k−s

p instead of x0 as

in (5.3.2)). We define the following subset

(5.3.4) Z(F̄) = {M ∈ B̄(m(v)) | d1(M, [x1,m(v)]0) ≤ n}.
Let l− be the largest integer such that

(5.3.5) n− − 2 ≥ t−s
p−1 − 1

p+1 (r1 − r2 + 2( t−s
p−1 − l−)).

For j ≥ 0 we define the points Q−
j = [l− − (p + 1)j,m(v)]0 and the subsets

(5.3.6) Z−
j (F̄) = {M ∈ B̄(m(v)) | d1(M, Q−

j ) ≤ l− + 2 − n− − (p − 1)j}.

Lemma 5.8. With the above notations

Xv

0 (F̄) = Z(F̄) ∪ (
⋃

j≥0

Z−
j (F̄)).

Proof. Let M = [x,m(v)]q be a lattice.

If vu(q) ≥ k−s
p (or equivalently if vu(q) > x0), then (by Lemma 4.17) M is v-

admissible (and non-v-ordinary) iff

x ≤ 1
p+1 (r1 − r2 − s − t + 2k),

or equivalently iff x ≤ n+.
If vu(q) = x0 and x > vu(q), then (by Lemma 4.17) M is v-admissible and non-v-
ordinary iff

d1(M, [ t−s
p−1 ,m(v)]0) ≤ 1

p+1 (r1 − r2 + 2( t−s
p−1 − x0)),

or equivalently iff d1(M, [ t−s
p−1 ,m(v)]0) ≤ t−s

p−1 − n−. By the definitions of x1 and n

and the fact x1 ∈ {x0, x0 + 1}, we find that in both cases M is v-admissible (and
non v-ordinary) iff M ∈ Z(F̄).
For the v-admissible lattices M = [x,m(v)]q with vu(q) < x0 we proceed as in the
proof of Lemma 5.5. ¤
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Proposition 5.9. With the notations of (5.3.1)-(5.3.6):

(5.3.7) Xv

0 = Z ∪ (
⋃

j≥0

Z−
j ).

(i) The scheme Z is isomorphic to an n-dimensional Schubert variety.
(ii) For j ≥ 0 the schemes Z−

j are isomorphic to Schubert varieties of dimension

dim Z−
j = l− + 2 − n− − (p − 1)j.

(iii) If Z 6⊂ Z−
0 , then (5.3.7) is the decomposition of Xv

0 into its irreducible compo-
nents.
(iv) If Z ⊂ Z−

0 , then the decomposition of Xv

0 into its irreducible components is
given by

Xv

0 =
⋃

j≥0

Z−
j .

Proof. (i),(ii) This follows from the definitions.
(iii),(iv) As in the discussion of the other cases, our Schubert varieties are con-
structed in a way such that

Z−
i 6⊂ Z ∪ (

i−1⋃

j=0

Z−
j )

for all i ≥ 0. The claim follows from this and the computation of the dimension
(compare the proof of Proposition 5.2). ¤

Remark 5.10. We find a sequence of Schubert varieties of decreasing dimension
along the unique Φ-stable half line {[x,m(v)]0 | x < k−s

p } corresponding to the

"thinning tubes" in [PR2] 6.d.
Further, we find a Schubert variety Z corresponding to a ball with given radius
around a given point as in loc. cit. A 3 resp. B 2.

The discussion of this section implies the following result.

Theorem 5.11. If (MF̄,Φ) is not isomorphic to the direct sum of two isomorphic
one-dimensional φ-modules, then the irreducible components of Xv

0 are Schubert
varieties. Especially they are normal.

6. Relation to Raynaud’s theorem

In this section, we assume p 6= 2. In [Ra], Raynaud introduces a partial order on
the set of finite flat models for VF (i.e. the set of F-valued points of GRVF,0) by
defining G1 ¹ G2 if there exists a morphism G2 → G1 inducing the identity on the
generic fiber of SpecOK . By (loc. cit. 2.2.3 and 3.3.2), this order admits a minimal
and maximal object (if the set is non-empty) which agree if e < p − 1.
In our case, Raynaud’s partial order is given by the inclusion of lattices in MF:
Inclusion of two admissible lattices is a morphism that commutes with the semi-
linear map Φ and induces the identity of MF after inverting u. Here, a lattice M is
called admissible if it defines a finite flat group scheme, i.e. if ue

M ⊂ 〈Φ(M)〉 ⊂ M.

Proposition 6.1. Let ρ : GK → VF be a continuous representation of GK . Assume
that there exists a finite extension F′ of F such that there is a finite flat group scheme
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model over SpecOK for the induced GK representation on VF′ = VF ⊗F F′. Then
there exists a finite flat model for VF, i.e.

GRVF,0 6= ∅ ⇒ GRVF,0(F) 6= ∅.
Proof. Our assumptions imply GRVF,0(F

′) 6= ∅ for some finite extension F′ of F.
Hence, by Raynaud’s theorem, the set GRVF,0(F

′) has a unique minimal element.

The natural action of the Galois group Gal(F′/F) on GRv,loc
VF,0 (F′) preserves the

partial order (it preserves inclusion of lattices) and hence the minimal element is
stable under this action. Consequently, the minimal object is already defined over
F. ¤

We now want to reprove Raynaud’s theorem in our context: we will show that there
is a minimal and a maximal lattice for the order induced by inclusion on the set
GRVF,0(F̄).

Proposition 6.2. There exists a minimal and a maximal admissible lattice Mmin

resp. Mmax for the order defined by the inclusion.

Proof. We only prove the statement about the maximal lattice. The other one is
analogue. We choose a basis e1, e2. The proposition follows from the following two
observations:
(a) There exists a unique admissible lattice with minimal y-coordinate.
(b) If M is a admissible lattice with non-minimal y-coordinate, then it is contained
in an admissible lattice with strictly smaller y-coordinate.
Proof of (a): First it is clear that the y-coordinates of admissible lattices are
bounded below: If

〈e1, e2〉 ∼ A′ =

(
α′ β′

γ′ δ′

)

and if M = [x, y]q is admissible, then 2e − d′ = (p − 1)y + vu(det A′) with

0 ≤ d′ = dim〈Φ(M)〉/ue
M ≤ 2e.

Suppose now that M1 and M2 are admissible lattices with the same y-coordinate.
There is a basis b1, b2 such that

M1 = 〈b1, b2〉
M2 = 〈unb1, u

−nb2〉.
for some n ≥ 0. We have

M1 ∼ A =

(
α β
γ δ

)

M2 ∼ B =

(
un(p−1)α u−n(p+1)β
un(p+1)γ u−n(p−1)δ

)

for some α, β, γ, δ ∈ F̄((u)). Define

M3 = 〈b1, u
−nb2〉 =

(
1 0
0 u−n

)
M1.

Then M3 has strictly smaller y-coordinate and is admissible. Indeed:

M3 ∼ C =

(
α u−npβ

unγ u−n(p−1)δ

)
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and we have to show: mini,j cij ≥ 0 and vu(det C) − mini,j cij ≤ e.
But because M1 and M2 are admissible we know:

vu(α) ≥ 0 vu(u−npβ) ≥ n

vu(unγ) ≥ n vu(u−n(p−1)δ) ≥ 0.

Similarly vu(det C) = vu(det A) − (p − 1)n = vu(det B) − (p − 1)n and hence:

vu(det C) − vu(α) ≤ e − (p − 1)n vu(det C) − vu(u−npβ) ≤ e − pn

vu(det C) − vu(unγ) ≤ e − pn vu(det C) − vu(u−n(p−1)δ) ≤ e − (p − 1)n.

Proof of (b): Let M be an admissible lattice with non-minimal y-coordinate. Then
there exists an admissible lattice M

′ with strictly smaller y-coordinate. These
lattices are contained in a common apartment and hence there is a basis b1, b2 such
that

M = 〈b1, b2〉
M

′ = 〈umb1, u
nb2〉

for some integers m,n with m + n < 0, because the y-coordinate of M
′ is strictly

smaller than the y-coordinate of M.
Without loss of generality, we assume m− n ≥ 0. If m ≤ 0, then n ≤ 0 and we are
done, since then M ⊂ M

′.
If m > 0 we claim that the lattice M1 = 〈b1, u

m+nb2〉 is admissible. Indeed

M ∼
(

α β
γ δ

)

M
′ ∼

(
u(p−1)mα upn+mβ
upm−nγ u(p−1)nδ

)

M1 ∼
(

α up(m+n)β
u−m−nγ u(p−1)(m+n)δ

)

and the claim follows by a similar argument as in the proof of (a). ¤

Proposition 6.3. If e < p− 1, then the minimal and the maximal lattice coincide.

Proof. Denote the minimal lattice by Mmin, the maximal by Mmax. There is a
apartment containing both lattices and we may assume Mmax = 〈e1, e2〉 = [0, 0]0
and Mmin = [x, y]0 for some y ≥ 0.
Let A ∈ GL2(F̄((u))) be a matrix such that

Mmax ∼ A =

(
α β
γ δ

)
.

Define dmin = dim Mmin/〈Φ(Mmin)〉 and similarly dmax. Then

2e − dmax = 2e − dim Mmax/〈Φ(Mmax)〉 = vu(det A)

2e − dmin = 2e − dim Mmin/〈Φ(Mmin)〉 = vu(det A) + (p − 1)y.

Thus we have (p− 1)y = dmin − dmax ≤ 2e < 2(p− 1) and hence y = 0 or y = 1. If
y = 0 we are done, as Mmax is the unique lattice with minimal y-coordinate.



42 EUGEN HELLMANN

Assume y = 1. In this case Mmin ⊂ Mmax implies Mmin = [±1, 1]0. Without loss
of generality, we assume Mmin = [−1, 1]0 = 〈ue1, e2〉. Then

Mmin ∼ B =

(
up−1α u−1β
upγ δ

)
.

As both lattices are admissible, we have

max{vu(det B) − vu(u−1β), vu(det B) − vu(δ)} ≤ e

and hence:

vu(α) ≥ 0 vu(β) − 1 ≥ vu(det B) − e = vu(det A) + (p − 1) − e > vu(det A)

vu(γ) ≥ 0 vu(δ) ≥ vu(det B) − e = vu(det A) + (p − 1) − e > vu(det A)

It follows that

vu(det A) = vu(αδ − βγ) ≥ min{vu(α) + vu(δ), vu(β) + vu(γ)} > vu(det A).

Contradiction. ¤

Finally we want to determine the elementary divisors of 〈Φ(M)〉 with respect to M

for the minimal and the maximal lattice in the cases where (MF̄,Φ) is simple resp.
split reducible. If (MF̄,Φ) is non-split reducible, the computations turn out to be
very difficult and are omitted.

6.1. The absolutely simple case. As in section 3, we fix a basis e1, e2 such that

MF̄ ∼
(

0 aus

1 0

)

with a ∈ F̄× and 0 ≤ s < p2 − 1. Let Mmin be the minimal and Mmax be
the maximal lattice. Denote by s1, s2 the unique integers 0 ≤ s1 < p + 1 resp.
0 ≤ s2 < p − 1 with

s1 ≡ s mod (p + 1)

s2 ≡ s mod (p − 1).

Because p − 1 and p + 1 are both even, we find s1 ≡ s2 mod 2.
Similarly let s′2 be the unique integer 0 ≤ s′2 < p− 1 with 2e− s ≡ s′2 mod (p− 1).

Proposition 6.4. Denote by m = s−s1

p+1 the integral part of s
p+1 and by l = s−s2

p−1

resp. l′ =
2e−s−s′

2

p−1 the integral part of s
p−1 resp. 2e−s

p−1 .

(i) The elementary divisors (amax, bmax) of 〈Φ(Mmax)〉 with respect to Mmax are
given by





( s1+s2

2 , s2−s1

2 ) if l + m ∈ 2Z and s2 ≥ s1

( s2−s1

2 + p, s1+s2

2 − 1) if l + m ∈ 2Z and s2 < s1

( s2−s1+(p+1)
2 , s1+s2−(p−1)

2 ) if l + m /∈ 2Z and s1 + s2 ≥ p + 1

( s1+s2+(p−1)
2 , s2−s1+(p−1)

2 ) if l + m /∈ 2Z and s1 + s2 < p + 1.
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(ii) The elementary divisors (amin, bmin) of 〈Φ(Mmin)〉 with respect to Mmin are
given by





(e +
s1−s′

2

2 , e − s1+s2

2 ) if l′ + m ∈ 2Z and s1 ≤ s′2
(e + 1 − s1+s2

2 , e − p + s1−s2

2 ) if l′ + m ∈ 2Z and s1 > s′2

(e +
(p+1)−s1−s′

2

2 , e +
s1−s′

2−(p+1)
2 ) if l′ + m /∈ 2Z and s1 + s′2 ≥ p + 1

(e +
s1−s′

2−(p−1)
2 , e +

−s1−s′

2−(p−1)
2 ) if l′ + m /∈ 2Z and s1 + s2 < p + 1.

Proof. We only prove the statement on Mmax. From Corollary 3.10 we know that
the lattice Mmax is contained in the apartment defined by e1, e2. For a lattice M,
denote the elementary divisors of 〈Φ(M)〉 with respect to M by (a, b). Then M is
admissible if 0 ≤ b, a ≤ e. As we are assuming that there exist admissible lattices
we only have to check the condition a, b ≥ 0 for Mmax (and the condition a, b ≤ e
for Mmin).
If l + m ∈ 2Z, the candidate for the maximal lattice is [m,−l]0. If this is not
admissible, then we take [m + 1,−l + 1]0. Computing the elementary divisors a, b
by use of Lemma 3.2 and Definition 2.2 we find the above expressions. In the case
l + m /∈ 2Z we deal with the lattices [m + 1,−l]0 and [m,−l + 1]0. ¤

6.2. The split reducible case. As in section 4, we fix a basis e1, e2 such that

MF̄ ∼
(

aus 0
0 but

)

with a, b ∈ F̄× and 0 ≤ s, t < p − 1.

Proposition 6.5. (i) The elementary divisors (amax, bmax) of 〈Φ(Mmax)〉 with
respect to Mmax are given by

(amax, bmax) =

{
(t, s) if t ≥ s

(s, t) if s ≥ t.

(ii) The elementary divisors (amin, bmin) of 〈Φ(Mmin)〉 with respect to Mmin are
given by

(amin, bmin) =

{
((p − 1)⌊ e−t

p−1⌋ + t, (p − 1)⌊ e−s
p−1⌋ + s) if t−s

p−1 ≥ ⌊ e−s
p−1⌋ − ⌊ e−t

p−1⌋
((p − 1)⌊ e−s

p−1⌋ + s, (p − 1)⌊ e−t
p−1⌋ + t) if t−s

p−1 ≤ ⌊ e−s
p−1⌋ − ⌊ e−t

p−1⌋.
Proof. From Corollary 4.12 and Corollary 4.16 we know that the minimal and the
maximal lattice are contained in the apartment defined by e1, e2. Now

Φ(ume1) = au(p−1)m+s(ume1)

Φ(une2) = bu(p−1)n+t(une2).

The first part of the Proposition follows from the fact that s (resp. t) are the
smallest positive integers that are congruent to s (resp. t) modulo p − 1.
The second part follows from the fact that (p − 1)⌊ e−s

p−1⌋ + s is the largest integer

smaller than e that is congruent to s modulo p − 1 (and similar for t). ¤
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