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Abstract. We study the Farrell-Jones Conjecture with coefficients in an ad-
ditive G-category with involution. This is a variant of the L-theoretic Farrell-
Jones Conjecture which originally deals with group rings with the standard
involution. We show that this formulation of the conjecture can be applied to
crossed product rings R ∗ G equipped with twisted involutions and automati-
cally implies the a priori more general fibered version.

Introduction

The Farrell-Jones Conjecture for algebraic L-theory predicts for a group G and
a ring R with involution r 7→ r that the so called assembly map

asmbG,Rn : HG
n

(
EVCyc(G);L

〈−∞〉
R

)
→ L

〈−∞〉
n (RG)(0.1)

is bijective for all n ∈ Z. Here the target is the L-theory of the group ring RG with
the standard involution sending

∑
g∈G rg · g to

∑
g∈G rg · g

−1. This is the group
one wants to understand. It is a crucial ingredient in the surgery program for
the classification of closed manifolds. The source is a much easier to handle term,
namely, a G-homology theory applied to the the classifying space EVCyc(G) of the
family VCyc of virtually cyclic subgroups of G. There is also a K-theory version of
the Farrell-Jones Conjecture. The original source for the (Fibered) Farrell-Jones
Conjecture is the paper by Farrell-Jones [6, 1.6 on page 257 and 1.7 on page 262].
More information can be found for instance in the survey article [10].

In this paper we study the Farrell-Jones Conjecture with coefficients in an ad-
ditive G-category with involution. We show that this more general formulation of
the conjecture allows to consider instead of the group ring RG the crossed product
ring with involution R ∗c,τ,w G (see Section 4), which is a generalization of the
twisted group ring, and to use more general involutions, for instance the one given
by twisting the standard involution with a group homomorphism w1 : G → {±1}.
The data describing R ∗c,τ G and more general involutions are pretty complicated.
It turns out that it is convenient to put these into a more general but easier to
handle context, where the coefficients are given by an additive G-categories A with
involution (see Definition 4.22).

Definition 0.2 (L-theoretic Farrell-Jones Conjecture). A group G together with
an additive G-category with involution A satisfy the L-theoretic Farrell-Jones Con-
jecture with coefficients in A if the assembly map

asmbG,An : HG
n

(
EVCyc(G);L

〈−∞〉
A

)
→ HG

n

(
pt;L

〈−∞〉
A

)
= L

〈−∞〉
n

(∫
G
A
)
.(0.3)

induced by the projection EVCyc(G) → pt is bijective for all n ∈ Z..
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A groupG satisfies the L-theoretic Farrell-Jones Conjecture if for any additiveG-
category with involution A the L-theoretic Farrell-Jones Conjecture with coefficients
in A is true.

Here
∫
GA is a certain homotopy colimit which yields an additive category with

involution and we use the L-theory associated to an additive category with involu-

tion due to Ranicki (see [12], [13] and [14]). The G-homology theoryHG
n

(
−;L

〈−∞〉
A

)

is briefly recalled in Section 9. If R is a ring with involution, A is the additive cat-
egory with involution given by finitely generated free R-modules and we equip A
with the trivial G-action, then the assembly map (0.3) agrees with the one for RG
in (0.1) (see Theorem 0.4 below). This general setup is also a very useful framework
when one is dealing with categories appearing in controlled topology, which is an
important tool for proving the Farrell-Jones Conjecture for certain groups.

Next we state the main results of this paper.

Theorem 0.4. Suppose that G satisfies the L-theoretic Farrell-Jones Conjecture
in the sense of Definition 0.2. Let R be ring with the data (c, τ, w) and R∗c,τ,wG be
the associated crossed product ring with involution as explained in Section 4. Then
the assembly map

asmbG,Rc,τ,w
n : HG

n

(
EVCyc(G);L

〈−∞〉
R,c,τ,w

)
→ L

〈−∞〉
n (R ∗c,τ,w G)(0.5)

is bijective.

Here L
〈−∞〉
R,c,τ,w is a functor from the orbit category Or(G) to the category of spectra

such that πn
(
L
〈−∞〉
R,c,τ,w(G/H)

)
for H ⊆ G agrees with L

〈−∞〉
n (R ∗c|H ,τ |N ,w|H H).

Another important feature is that in this setting the (unfibered) Farrell-Jones
Conjecture does already imply the fibered version.

Definition 0.6 (Fibered L-theoretic Farrell-Jones Conjecture). A groupG satisfies
the fibered L-theoretic Farrell-Jones Conjecture if for any group homomorphism
φ : K → G and additive G-category with involution A the assembly map

asmbφ,An : HK
∗

(
Eφ∗VCyc(G);L

〈−∞〉
φ∗A

)
→ L

〈−∞〉
n

(∫
K
φ∗A

)
.

is bijective for all n ∈ Z, where the family φ∗VCyc of subgroups of K consists of
subgroups L ⊆ K with φ(L) virtually cyclic and φ∗A is the additive K-category
with involution obtained from A by restriction with φ.

Obviously the fibered version for the groupG of Definition 0.6 implies the version
for the group G of Definition 0.2, take φ = id in Definition 0.6. The converse is
also true.

Theorem 0.7. Let G be a group. Then G satisfies the fibered L-theoretic Farrell-
Jones Conjecture if and only if G satisfies the L-theoretic Farrell-Jones Conjecture
of Definition 0.2.

A general statement of a Fibered Isomorphism Conjecture and the discussion
of its inheritance properties under subgroups and colimits of groups can be found
in [1, Section 4] (see also [6, Appendix], [7, Theorem 7.1]). These very useful inher-
itance properties do not hold for the unfibered version of Definition 0.2. The next
three corollaries are immediate consequences of Theorem 0.7 and [1, Theorem 3.3,
Lemma 4.4, Lemma 4.5 and Lemma 4.6].

Corollary 0.8. Let {Gi | i ∈ I} be a directed system (with not necessarily injective)
structure maps and let G be its colimit colimi∈I Gi. Suppose that Gi satisfy the
Farrell-Jones Conjecture of Definition 0.2 for every i ∈ I.

Then G satisfies the Farrell-Jones Conjecture of Definition 0.2.



ON CROSSED PRODUCT RINGS WITH TWISTED INVOLUTIONS, . . . 3

Corollary 0.9. Let 1 → K → G
p
−→ Q → 1 be an extension of groups. Suppose

that the group Q and for any virtually cyclic subgroup V ⊆ Q the group p−1(V )
satisfy the Farrell-Jones Conjecture of Definition 0.2.

Then the group G satisfies the Farrell-Jones Conjecture of Definition 0.2.

Corollary 0.10. If G satisfies the Farrell-Jones Conjecture of Definition 0.2, then
any subgroup H ⊆ G satisfies the Farrell-Jones Conjecture of Definition 0.2.

Corollary 0.9 and Corollary 0.10 have also been proved in [8].

Remark 0.11. Suppose that the Farrell-Jones Conjecture of Definition 0.2 has
been proved for the product of two virtually cyclic subgroups.

Then Corollary 0.9 and Corollary 0.10 imply that G×H satisfy the Farrell-Jones
Conjecture of Definition 0.2 if and only if both G and H satisfy the Farrell-Jones
Conjecture of Definition 0.2

It is sometimes useful to have strict structures on A, e.g., the involution is desired
to be strict and there should be a (strictly associative) functorial direct sum. The
functorial direct sum is actually needed in some proofs in order to guarantee good
functoriality properties of certain categories arising from controlled topology. We
will show

Theorem 0.12. The group G satisfies the L-theoretic Farrell-Jones Conjecture of
Definition 0.2 if it satisfies the obvious version of it, where one only considers addi-
tive G-category with (strictly associative) functorial direct sum and strict involution
(see Definition 10.6).

The Farrell-Jones Conjecture with coefficients (in K- and L-theory) has been
introduced in [4]. Our treatment here is more general in that we allow involutions
that are not necessarily strict and also deal with twisted involutions on the crossed
product ring.

All results mentioned here have obvious analogues for K-theory whose proof is
actually easier since one does not have to deal with the involutions.

The work was financially supported by the Sonderforschungsbereich 478 – Ge-
ometrische Strukturen in der Mathematik – and the Max-Planck-Forschungspreis
of the second author.

The paper is organized as follows:

1. Additive categories with involution
2 Additive categories with weak (G, v)-action
3 Making an additive categories with weak (G, v)-action strict
4. Crossed product rings and involutions
5. Connected groupoids and additive categories
6. From crossed product rings to additive categories
7. Connected groupoids and additive categories with involutions
8. From crossed product rings with involution to additive categories with involution
9. G-homology theories
10. Z-categories and additive categories with involutions
11. G-homology theories and restriction
12. Proof of the main theorems

References

1. Additive categories with involution

In this section we will review the notion of an additive category with involution
as it appears and is used in the literature. This will be one of our main examples.

Let A be an additive category, i.e., a small category A such that for two ob-
jects A and B the morphism set morA(A,B) has the structure of an abelian
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group and the direct sum A ⊕ B of two objects A and B exists and the ob-
vious compatibility conditions hold. A covariant functor of additive categories
F : A0 → A1 is a covariant functor such that for two objects A and B in A0 the
map morA0(A,B) → morA1(F (A), F (B)) sending f to F (f) respects the abelian
group structures and F (A ⊕ B) is a model for F (A) ⊕ F (B). The notion of a
contravariant functor of additive categories is defined analogously.

An involution (I, E) on an additive category A is contravariant functor

I : A → A(1.1)

of additive categories together with a natural equivalence of such functors

E : idA → I2 := I ◦ I(1.2)

such that for every object A we have the equality of morphisms

E(I(A)) = I(E(A)−1) : I(A) → I3(A).(1.3)

In the sequel we often write I(A) = A∗ and I(f) = f∗ for a morphism f : A → B
in A. If I2 = idA and E(A) = idA for all objects A, then we call I = (I, id) a strict
involution.

Definition 1.4 (Additive category with involution). An additive category with
involution is an additive category together with an involution (I, E).

An additive category with strict involution is an additive category together with
a strict involution I.

The following example is a key example and illustrates why one cannot expect
in concrete situation that the involution is strict.

Example 1.5. Let R be a ring. Let R-FGP be the category of finitely generated
projective R-modules. This becomes an additive category by the direct sum of
R-modules and the elementwise addition of R-homomorphisms.

A ring with involution is a ring R together with a map R → R, r 7→ r satisfying
1 = 1, r + s = r + s and r · s = s · r for r, s ∈ R. Given a ring with involution R,
define an involution I on the additive category R-FGP as follows. Given a finitely
generated projectiveR-module P , let I(P ) = P ∗ be the finitely generated projective
homR(P,R),where for r ∈ R and f ∈ homR(P,R) the element rf ∈ homR(P,R) is
defined by rf(x) = f(x) · r for x ∈ P . The desired natural transformation

E : idR-FGP → I2

assigns to a finitely generated projective R-module P the R-isomorphism P
∼=
−→

(P ∗)∗ sending x ∈ P to homR(P,R) → R, f 7→ f(x).

A functor of additive categories with involution (F, T ) : A → B consists of a
covariant functor F of the underlying additive categories together with a natural
equivalence T : F ◦ IA → IB ◦ F such that for every object A in A the following
diagram commutes

F (A)

EB(F (A))

��

F (EA(A))
// F (A∗∗)

T (A∗)

��

F (A)∗∗
T (A)∗

// F (A∗)∗

(1.6)

If T (A) = idA for all objects A, then we call F a strict functor of additive categories
with involution.

The composite of functors of additive categories with involution (F1, T1) : A1 →
A2 and (F2, T2) : A2 → A3 is defined to be (F2 ◦ F1, T2 ◦ T1), where F2 ◦ F1 is the
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composite of functors of additive categories and the natural equivalence T2 ◦ T1

assigns to an object A ∈ A1 the isomorphism in A3

F2 ◦ F1 ◦ IA1(A)
F2(T1(A))
−−−−−−→ F2 ◦ IA2 ◦ F1(A)

T2(F1(A))
−−−−−−→ IA3 ◦ F2 ◦ F1(A).

A natural transformation S : (F1, T1) → (F2, T2) of functors A1 → A2 of additive
categories with involutions is a natural transformation S : F1 → F2 of functors
of additive categories such that for every object A in A the following diagram
commutes

F1(IA1(A))
T1(A)

//

S(IA1 (A))

��

IA2(F1(A))

F2(IA1(A))
T2(A)

// IA2F2(A))

IA2 (S(A))

OO
(1.7)

2. Additive categories with weak (G, v)-action

In the sequel G is a group and v : G → {±1} is a group homomorphism to the
multiplicative group {±1}. In this section we want to introduce the notion of an ad-
ditive category with weak (G, v)-action such that the notion of an additive category
with involution is the special case of an additive category with weak (Z/2, v)-action
for v : Z/2 → {±1} the unique group isomorphism and we can also treat G-actions
up to natural equivalence. Notice that this will force us to deal with covariant and
contravariant functors simultaneously. The homomorphism v will take care of that.

We call a functor +1-variant if it is covariant and −1-variant if it is contravariant.
If F1 : C0 → C1 is an ǫ1-variant functor and F2 : C1 → C2 is an ǫ2-variant functor,
then the composite F2 ◦ F1 : C0 → C2 is ǫ1ǫ2-variant functor. If f : x0 → x1 is
an isomorphism and ǫ ∈ {±1}, then define f ǫ : x0 → x1 to be f if ǫ = 1 and
f ǫ : x1 → x0 to be the inverse of f if ǫ = −1. If F : C0 → C1 is ǫ-variant and

f : x0

∼=
−→ y0 is an isomorphism in C0, then F (f)ǫ : F (x0) → F (x1) is an isomorphism

in C1.

Definition 2.1 (Additive category with weak (G, v)-action). Let G be a group
together with a group homomorphism v : G → {±1}. An additive category with
weak (G, v)-action A is an additive category together with the following data:

• For every g ∈ G we have a v(g)-variant functor Rg : A → A of additive
categories;

• For every two elements g, h ∈ G there is a natural equivalence of v(gh)-
variant functors of additive categories

Lg,h : Rgh → Rh ◦Rg.

We require:

(i) Re = id for e ∈ G the unit element;
(ii) Lg,e = Le,g = id for all g ∈ G;
(iii) The following diagram commutes for all g, h, k ∈ G and objects A in A

Rghk(A)
Lgh,k(A)

//

Lg,hk(A)

��

Rk(Rgh(A))

Rk(Lg,h(A))v(k)

��

Rhk(Rg(A))
Lh,k(Rg(A))

// Rk(Rh(Rg(A)))

If for every two elements g, h ∈ G we have Lg,h = id and in particular Rgh =
RhRg, we call A with these data an additive category with strict (G, v)-action or
briefly a additive (G, v)-category. If v is trivial, we will omit it from the notation.
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Let A and B be two additive categories with weak (G, v)-action and let ǫ ∈ {±1}.
An ǫ-variant functor (F, T ) : A → B of additive categories with weak (G, v)-action is
a ǫ-variant functor F : A → B of additive categories together with a collection {Tg |
g ∈ G} of natural transformations of ǫv(g)-variant functors of additive categories
Tg : F ◦RA

g → RB
g ◦ F . We require that for all g, h ∈ G and all objects A in A the

following diagram commutes

F (RA
hg(A))

F (LA
h,g(A))ǫ

//

Thg(A)

��

F (RA
g (RA

h (A)))
Tg(Rh(A))

// RB
g (F (RA

h (A)))

RB
g (Th(A))v(g)

��

RB
hg(F (A))

LB
hg(F (A))

// RB
g (RB

h (F (A)))

(2.2)

The composite (F2, T2) ◦ (F1, T1) : A1 → A3 of an ǫ1-variant functor of additive
categories with weak (G, v)-action (F1, T1) : A1 → A2 and an ǫ2-variant functor of
additive categories with weak (G, v)-action (F2, T2) : A2 → A3 is the ǫ1ǫ2-variant
functor of additive categories with weak (G, v)-action whose underlying ǫ1ǫ2-variant
functor of additive categories is F2 ◦ F1 : A1 → A3 and whose required natural
transformations for g ∈ G are given for an object A in A1 by

F2 ◦ F1 ◦R
A1
g (A)

F2((T2)g(A))ǫ2

−−−−−−−−−−→ F2 ◦R
A2
g ◦ F1(A)

(T2)g(F1(A))
−−−−−−−−→ RA3

g ◦ F2 ◦ F1(A).

A natural transformation S : (F1, T1) → (F2, T2) of functors A1 → A2 of additive
categories with weak (G, v)-action is a natural transformation S : F1 → F2 of func-
tors of additive categories such that for all g ∈ G and objects A in A1 the following
diagram commutes

F1(R
A1
g (A))

(T1)g(A)
//

S(RA1
g (A))

��

RA2
g (F1(A))

(RA2
g (S(A)))v(g)

��

F2(R
A1
g (A))

(T2)g(A)
// RA2
g (F2(A))

(2.3)

An ǫ-variant functor F : A → B of additive categories with strict (G, v)-action is
an ǫ-variant functor F : A → B of additive categories satisfying F ◦RA1

g = RA2
g ◦F

for all g ∈ G. A natural transformation S : F1 → F2 of ǫ-variant functors A1 → A2

of additive categories with strict (G, v)-action is a natural transformation S : F1 →
F2 of additive categories satisfying S(RA1

g (A)) = RA2
g (S(A))v(g) for all g ∈ G and

objects A in S1.

Example 2.4 (Additive categories with involution). Given an additive category A,
the structure of an additive category with weak (Z/2, v)-action for v : Z/2 → {±1}
the unique group isomorphism is the same as an additive category with involution.
Namely, let t ∈ Z/2 be the generator. Given an involution (I, E) in the sense of
Definition 1.4, define the structure of an additive category with weak (Z/2, v)-action
in the sense of Definition 2.1 by putting Re = id, Rt = I, Le,e = Lt,e = Lt,e = id and
Lt,t = E. Condition (iii) in Definition 2.1 follows from condition (1.3). Given the
structure of an additive category with weak (Z/2, v)-action, define the involution
(E, I) by E = Rt and I = Lt,t. The corresponding statement is true for functors of
additive categories with weak (Z/2, v)-action and natural transformations between
them, where diagram (1.6) corresponds to diagram (2.2).

Analogously we get that the structure of a additive category with strict (Z/2, v)-
action is the same as an additive category with strict involution.
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3. Making an additive categories with weak (G, v)-action strict

Many interesting examples occur as additive categories with weak (G, v)-action
which are not necessarily strict. On the other hand additive categories with strict
(G, v)-action are easier to handle. We explain how we can turn an additive category
with weak (G, v)-action A to an additive category with strict (G, v)-action which
we will denote by S(A).

Definition 3.1 (S(A)). An object in S(A) is a pair (A, g) consisting of an ob-
ject A ∈ A and an element g ∈ G. A morphism (A, g) to (B, h) is a morphism
φ : Rg(A) → Rh(B) in A. The composition of morphisms is given by the one in
A. The category S(A) inherits the structure of an additive category from A in the
obvious way.

Next we define the structure of an additive category with strict (G, v)-action
on S(A). Define for g ∈ G a functor RS

g : S(A) → S(A) of additive categories as
follows. Given an object (A, h), define

RS
g (A, h) = (A, hg).

Given a morphism φ : (A, h) → (B, k) define

RS
g (φ) : RS

g (A, h) = (A, hg) → RS
g (B, k) = (B, kg)

by the composite of morphisms in A

Rhg(A)
Lh,g(A)
−−−−−→ Rg (Rh(A))

Rg(φ)
−−−−→ Rg (Rk(B))

Lk,g(B)−1

−−−−−−−→ Rkg(B).

if v(g) = 1 and

RS
g (φ) : RS

g (B, k) = (B, kg) → RS
g (A, h) = (A, hg)

by the composite of morphisms in A

Rkg(B)
Lk,g(B)
−−−−−→ Rg (Rk(B))

Rg(φ)
−−−−→ Rg (Rh(A))

Lh,g(A)−1

−−−−−−−→ Rhg(A)

if v(g) = −1
A direct computation shows that RS

g is indeed a functor of additive categories.

We conclude RS
e = idS(A) from the conditions Re = id and Lg,e = Le,g = id. We

have to check RS
g2 ◦ RS

g1 = RS
g1g2 . We will do this for simplicity only in the case

v(g1) = v(g2) = 1, the other cases are analogous. Given a morphism φ : (A, h) →
(B, k), the morphism RS

g1g2(φ) is given by the composite in A

Rhg1g2(A)
Lh,g1g2

(A)
−−−−−−−→ Rg1g2 (RhA))

Rg1g2 (φ)
−−−−−−→ Rg1g2 (Rk(B))

Lk,g1g2
(B)−1

−−−−−−−−−→ Rkg1g2(B).

The morphism RS
g2 ◦R

S
g1(φ) is given by the composite in A

Rhg1g2(A)
Lhg1,g2

(A)
−−−−−−−→ Rg2 (Rhg1(A))

Rg2 (Lh,g1
(A))

−−−−−−−−−→ Rg2 (Rg1(Rh(A)))
Rg2(Rg1 (φ))
−−−−−−−−→ Rg2 (Rg1(Rk(B)))

Rg2(Lk,g1
(B)−1)

−−−−−−−−−−−→ Rg2 (Rkg1(B))
Lkg1,g2

(B)−1

−−−−−−−−−→ Rkg1g2(B).

Next we compute that these two morphisms agree. Because of condition (iii) in
Definition 2.1 have

Rg2(Lh,g1(A)) ◦ Lhg1,g2(A) = Lg1,g2(Rh(A)) ◦ Lh,g1g2(A);

Rg2(Lk,g1(B)) ◦ Lkg1,g2(B) = Lg1,g2(Rk(B)) ◦ Lk,g1g2(B).
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Hence it suffices to show that the composite

Rg1g2 (Rh(A))
Lg1,g2 (Rh(A))
−−−−−−−−−→ Rg2 (Rg1(Rh(A)))

Rg2(Rg1 (φ))
−−−−−−−−→ Rg2 (Rg1(Rk(B)))

Lg1,g2(Rk(B))−1

−−−−−−−−−−−→ Rg1g2 (Rk(B))

agrees with

Rg1g2 (Rk(B))
Rg1g2 (φ)
−−−−−−→ Rg1g2 (Rk(B)) .

This follows from the fact that Lg1,g2 : Rg1g2 → Rg2 ◦Rg2 is a natural equivalence.
Let (F, T ) : A → B be an ǫ-variant functor of additive categories with weak

(G, v)-action. It induces an ǫ-variant functor S(F, T ) : S(A) → S(B) of additive
categories with strict (G, v)-action as follows. For simplicity we will only treat
the case ǫ = 1, the other case ǫ = −1 is analogous. The functor S(F, T ) sends
an object (A, h) in S(A) to the object (F (A), h) in S(B). It sends a morphism
φ : (A, h) → (B, k) in S(A) which is given by a morphism φ : RA

h (A) → RA
k (B) in

A to the morphism S(F, T )(φ) : (F (A), h) → (F (B), k) in S(B) which is given by
the following composite of morphisms in B

RB
h (F (A))

Th(A)−1

−−−−−→ F (RA
h (A))

F (φ)
−−−→ F (RA

k (B))
Tk(B)
−−−−→ RA

k (F (B)).

We have to show R
S(B)
g ◦ S(F ) = S(F ) ◦ R

S(A)
g for every g ∈ G. We only treat

the case v(g) = 1. This is obvious on objects since both composites send an object
(A, h) to (F (A), hg). Let φ : (A, h) → (B, k) be a morphism in S(A) which is given

by a morphism φ : RA
h (A) → RA

k (B) in A. Then R
S(B)
g ◦ S(F )(φ) is the morphism

(F (A), hg) → (F (B), kg) in S(B) which is given by the composite in B

RB
hg(F (A))

LB
h,g(F (A))

−−−−−−−→ RB
g (RB

h (F (A)))
RB

g (Th(A)−1)
−−−−−−−−−→ RB

g (F (RA
h (A)))

RB
g (F (φ))

−−−−−−→ RB
g (F (RA

k (B)))
RB

g (Tk(B))
−−−−−−−→ RB

g (RB
k (F (B)))

LB
k,g(F (B))−1

−−−−−−−−−→ RB
kg(F (B))

and S(F ) ◦ R
S(A)
g (φ) is the morphism (F (A), hg) → (F (B), kg) in S(B) which is

given by the composite in B

RB
hg(F (A))

Thg(A)−1

−−−−−−→ F (RA
hg(A))

F (LA
h,g(A))

−−−−−−−→ F (RA
g (RA

h (A)))

F (RA
g (φ))

−−−−−−→ F (RA
g (RA

k (B)))
F (LA

k,g(B)−1)
−−−−−−−−−→ F (RA

kg(B))
Tkg(A)
−−−−→ RB

kg(F (B)).

Since Tg : F ◦ RA
g → RB

g ◦ F is a natural transformation, the following diagram
commutes

F (RA
g (RA

h (A)))
F (RA

g (φ))
//

Tg(RA
h (A))

��

F (RA
g (RA

k (B)))

Tg(RA
k (B))

��

RB
g (F (RA

h (A)))
RB

g (F (φ))
// RB

g (F (RA
k (B)))

Hence it suffices to show that the composite

RB
hg(F (A))

LB
h,g(F (A))

−−−−−−−→ RB
g (RB

h (F (A)))
RB

g (Th(A)−1)
−−−−−−−−−→ RB

g (F (RA
h (A)))

Tg(RA
h (A))−1

−−−−−−−−−→ F (RA
g (RA

h (A)))

agrees with the composite

RB
hg(F (A))

Thg(A)−1

−−−−−−→ F (RA
hg(A))

F (LA
h,g(A))

−−−−−−−→ F (RA
g (RA

h (A)))
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and that the composite

F (RA
g (RA

k (B)))
Tg(RA

k (B))
−−−−−−−→ RB

g (F (RA
k (B)))

RB
g (Tk(B))

−−−−−−−→ RB
g (RB

k (F (B)))

LB
k,g(F (B))−1

−−−−−−−−−→ RB
kg(F (B))

agrees with the composite

F (RA
g (RA

k (B)))
F (LA

k,g(B)−1)
−−−−−−−−−→ F (RA

kg(B))
Tkg(A)
−−−−→ RB

kg(F (B)).

This follows in both cases from the commutativity of the diagram (2.2). This
finishes the proof that S(F, T ) is a functor of additive categories with strict (G, v)-
action.

Let S : (F1, T1) → (F2, T2) be a natural transformation of ǫ-variant functors of
additive categories with weak (G, v)-action (F1, T1) : A1 → A2 and (F2, T2) : A1 →
A2. It induces a natural transformation S(S) : S(F1, T1) → S(F2, T2) of functors
of additive categories with strict (G, v)-action as follows. Given an object (A, g) in
S(A), we have to specify a morphism in S(A)

S(S)(A) : S(F1, T1)(A, g) = (F1(A), g) → S(F2, T2)(A, g) = (F2(A), g),

i.e., a morphism RA
g (F1(A)) → RA

g (F2(A)) in A. We take RA
g (S(A))v(g). We leave

it to the reader to check that this is indeed a natural transformation of ǫ-variant
functors of additive categories with strict (G, v)-action using the commutativity of
the diagram (2.3).

Let (G, v)-Add-Cat
ǫ

be the category of additive categories with weak (G, v)-
action with ǫ-variant functors as morphisms and let strict-(G, v)-Add-Cat

ǫ
be the

category of additive categories with strict (G, v)-action with ǫ-variant functors as
morphisms. There is the forgetful functor

forget : strict-(G, v)-Add-Cat
ǫ
→ (G, v)-Add-Cat

ǫ

and the functor constructed above

S : (G, v)-Add-Cat
ǫ
→ strict-(G, v)-Add-Cat

ǫ
.

Lemma 3.2. (i) We obtain an adjoint pair of functors (S, forget).
(ii) We get for every additive category A with weak (G, v)-action a functor of

additive categories with weak (G, v)-action

PA : A → forget(S(A))

which is natural in A and whose underlying functor of additive categories
is an equivalence of additive categories.

Proof. We will only treat the case, where v is trivial and ǫ = 1, the other cases are
analogous.

(i) We have to construct for any additive category A with weak G-action and any
additive category B with strict G-action to one another inverse maps

α : funcstrict-(G,v)-Add-Cat(S(A),B) → func(G,v)-Add-Cat(A, forget(B))

and

β : func(G,v)-Add-Cat(A, forget(B)) → funcstrict-(G,v)-Add-Cat(S(A),B).

For a functor of additive categories with strict G-action F : S(A) → B, the functor
of additive categories with weak G-action, α(F ) : A → forget(B) is given by a
functor α(F ) : A → forget(B) of additive categories and a collection of natural
transformations T (F )g : α(F ) ◦ RA

g → RB
g ◦ α(F ) satisfying certain compatibility

conditions. We first explain the functor α(F ) : A → forget(B). It sends a morphism
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f : A → B in A to the morphism in B which is given by the value of F on the
morphism (A, e) → (B, e) in S(A) defined by f . For g ∈ G the transformation
T (F )g evaluated at an object A in A is the morphism

α(F )(RA
g (A)) = F (RA

g (A), e) → RB
g (α(F )(A)) = RB

g (F (A, e))

defined as follows. It is given by the composite of the image under F of the

morphism (RA
g (A), e) → R

S(A)
g (A, e) = (A, g) in S(A) which is defined by the

identity morphism id: RA
g (A) → RA

g (A) in A and the identity F (R
S(A)
g (A, e)) =

RB
g (F (A, e)) which comes from the assumption that F is a functor of strict addi-

tive G-categories. One easily checks that α(F ) satisfies condition (2.2) since it is
satisfied for F .

Given a functor of additive categories with weakG-action (F, T ) : A → forget(B),
the functor of additive categories with strict G-action β(F, T ) : S(A) → B is defined
as follows. It sends an object (A, h) to RB

h (F (A)). A morphism φ : (A, h) → (B, k)
in S(A) which is given by a morphism φ : RA

h A → RA
k B in A is sent to morphism

in B given by the composite

RB
h (F (A))

Th(A)−1

−−−−−→ F (RA
h (A))

F (φ)
−−−→ F (RA

k (B))
Tk(B)
−−−−→ RB

k (F (B)).

The following calculation shows that β(F, T ) is indeed a functor of additive cate-

gories with strictG-action. Given an element g ∈ G the morphismR
S(A)
g (φ) : (A, hg) →

(B, kg) in S(A) is given by the morphism in A

RA
hg(A)

LA
hg(A)

−−−−−→ RA
g (RA

h (A))
RA

g (φ)
−−−−→ RA

g (RA
k (B))

LA
k,g(B)−1

−−−−−−−→ RA
kg(B).

Hence β(F, T ) ◦R
S(A)
g (φ) is the morphism in B given by the composite

RB
hg(F (A))

Thg(A)−1

−−−−−−→ F (RA
hg(A))

F (LA
hg(A))

−−−−−−−→ F (RA
g (RA

h (A)))

F (RA
g (φ))

−−−−−−→ F (RA
g (RA

k (B)))
F (LA

k,g(B)−1)
−−−−−−−−−→ F (RA

kg(B)))

Tkg(B)
−−−−→ RA

kg(F (B))).

The morphism RB
g (B) ◦ β(F, T )(φ) in B is given by the composite

RB
g (RB

h (F (A)))
RB

g (Th(A)−1)
−−−−−−−−−→ RB

g (F (RA
h (A)))

RB
g (F (φ))

−−−−−−→ RB
g (F (RA

k (B)))

RB
g (Tk(B))

−−−−−−−→ RB
g (RB

k (F (B))).

Since B is a additive category with strict G-action by assumption, we have the
equalities RB

g (RB
h (F (A))) = RB

hg(F (A)) and RB
g (RB

k (B)) = RA
kg(F (B))). We must

show that under these identifications the two morphisms in B above agree. Since
Tg is a natural transformation F ◦RA

g → RB
g ◦ F , the following diagram commutes

F (RA
g (RA

h (A)))
F (RA

g (φ))
//

Tg(RA
h (A))

��

F (RA
g (RA

k (B)))

Tg(RA
k (B))

��

RB
g (F (RA

h (A)))
RB

g (F (φ))
// RB

g (F (RA
k (B)))

Hence it suffices to show that the composites

RB
g (RB

h (F (A))) = RB
hg(F (A))

Thg(A)−1

−−−−−−→ F (RA
hg(A))

F (LA
hg(A))

−−−−−−−→ F (RA
g (RA

h (A)))
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and

RB
g (RB

h (F (A)))
RB

g (Th(A)−1)
−−−−−−−−−→ RB

g (F (RA
h (A)))

Tg(RA
h (A))−1

−−−−−−−−−→ F (RA
g (RA

h (A)))

agree and that the composites

F (RA
g (RA

k (B)))
F (LA

k,g(B)−1)
−−−−−−−−−→ F (RA

kg(B)))
Tkg(B)
−−−−→ RA

kg(F (B))) = RB
g (RB

k (F (B)))

and

F (RA
g (RA

k (B)))
Tg(RA

k (B))
−−−−−−−→ RB

g (F (RA
k (B)))

RB
g (Tk(B))

−−−−−−−→ RB
g (RB

k (F (B))

agree. This follows in both cases from the commutativity of the diagram (2.2). This
finishes the proof that β(F ) is a functor of additive categories with strict G-action.
We leave it to the reader to check that both composites β ◦ α and α ◦ β are the
identity.

(ii) The in A natural functor of additive categories with weak (G, v)-action

PA : A → forget(S(A))

is defined to be the adjoint of the identity functor id : S(A) → S(A). Explicitly it
sends an object A to the object (A, e) and a morphism φ : A→ B to the morphism
(A, e) → (B, e) given by φ. Obviously PA induces a bijection morA(A,B) →
morS(A)(PA(A), PA(B)) and for every object (A, g) in S(A) there is an object in

the image of PA which is isomorphic to (A, g), namely, PA(RA
g (A)) = (RA

g (A), e).
Hence the underlying functor RA is an equivalence of additive categories. �

4. Crossed product rings and involutions

In this subsection we will introduce the concept of a crossed product ring. Let
R be a ring and let G be a group. Let e ∈ G be the unit in G and denote by 1 the
multiplicative unit in R. Suppose that we are given maps of sets

c : G → aut(R), g 7→ cg;(4.1)

τ : G×G → R×.(4.2)

We require

cτ(g,g′) ◦ cgg′ = cg ◦ cg′ ;(4.3)

τ(g, g′) · τ(gg′, g′′) = cg(τ(g
′, g′′)) · τ(g, g′g′′);(4.4)

ce = idR;(4.5)

τ(e, g) = 1;(4.6)

τ(g, e) = 1,(4.7)

for g, g′, g′′ ∈ G, where cτ(g,g′) : R → R is conjugation with τ(g, g′), i.e., it sends r

to τ(g, g′)rτ(g, g′)−1. Let R ∗G = R ∗c,τ G be the free R-module with the set G as
basis. It becomes a ring with the following multiplication




∑

g∈G

λgg



 ·

(
∑

h∈G

µhh

)
=
∑

g∈G




∑

g′,g′′∈G,
g′g′′=g

λg′cg′(µg′′ )τ(g
′, g′′)



 g.

This multiplication is uniquely determined by the properties g · r = cg(r) · g and
g ·g′ = τ(g, g′) · (gg′). The conditions (4.3) and (4.4) relating c and τ are equivalent
to the condition that this multiplication is associative. The other conditions (4.5),
(4.6) and (4.7) are equivalent to the condition that the element 1·e is a multiplicative
unit in R ∗G. We call

R ∗G = R ∗c,τ G(4.8)
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the crossed product of R and G with respect to c and τ .

Example 4.9. Let 1 → H
i
−→ G

p
−→ Q→ 1 be an extension of groups. Let s : Q→ G

be a map satisfying p ◦ s = id and s(e) = e. We do not require s to be a group ho-
momorphism. Define c : Q → aut(RH) by cq(

∑
h∈H λhh) =

∑
h∈H λhs(q)hs(q)

−1.

Define τ : Q × Q → (RH)× by τ(q, q′) = s(q)s(q′)s(qq′)−1. Then we obtain a
ring isomorphism RH ∗ Q → RG by sending

∑
q∈Q λqq to

∑
q∈Q i(λq)s(q), where

i : RH → RG is the ring homomorphism induced by i : H → G. Notice that s is a
group homomorphism if and only if τ is constant with value 1 ∈ R.

Next we consider the additive category with involution R-FGP of finitely gener-
ated projective R-modules. For g ∈ G we obtain a functor rescg : R-FGP → R-FGP

by restriction with the ring automorphism cg : R→ R. Define natural transforma-
tion of functors R-FGP → R-FGP

Lτ(g,h) : rescgh
→ resch

◦ rescg

by assigning to a finitely generated projective R-module the R-homomorphism

rescgh
P → resch

rescg P, p 7→ τ(g, h)p.

This is indeed a R-linear map because of the following computation for r ∈ R and
p ∈ P

τ(g, h)cgh(r) = τ(g, h)cgh(r)τ(g, h)
−1τ(g, h) = cτ(g,h) ◦ cgh(r)τ(g, h)

= cg ◦ ch(r)τ(g, h).

Lemma 4.10. We get from the collections {rescg | g ∈ G} and {Lτ(g,h) | g, h ∈ G}
the structure of an additive category with weak G-action on R-FGP.

Proof. Condition (4.4) implies that for every finitely generated projective R-module
the composites

rescgg′g′′ P
Lτ(g,g′g′′)
−−−−−−→ rescg′g′′ rescg P

Lcg(τ(g′,g′′))

−−−−−−−−→ rescg′′ resCg′ rescg P

and

rescgg′g′′ P
Lτ(gg′,g′′)
−−−−−−→ rescg′′ rescgg′ P

Lτ(g,g′)
−−−−−→ rescg′′ resCg′ rescg P

agree. This takes care of condition (iii) in Definition 2.1. We conclude (resc(e) = id,
Lτ(g,e) = id and Lτ(e,g) = id for all g ∈ G from (4.5), (4.6) and (4.7). �

Because of Lemma 4.10 we obtain two additive categories with strict G-action
from the constructions of Section 3

R-FGPc,τ := S(R-FGP);(4.11)

¿From now on assume that R comes with an involution of rings r 7→ r. We want
to consider extensions of it to an involution on R ∗ G. Suppose that additionally
we are given a map

w : G→ R.(4.12)

We require the following conditions for g, h ∈ G and r ∈ R

w(e) = 1;(4.13)

w(gh) = w(h)ch−1(w(g))τ(h−1, g−1)c(gh)−1

(
τ(g, h)

)−1

;(4.14)

w(g) = w(g)c−1
g

(
τ(g, g−1)τ(g, g−1)

−1
)

;(4.15)

cg(r) = cg

((
w(g)τ(g−1, g)

)−1
r
(
w(g)τ(g−1, g)

))
.(4.16)
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We claim that there is precisely one involution on R ∗ G with the properties that
it extends the involution on R and sends g to w(g) · g−1. The candidate for the
involution is

∑

g∈G

rg · g :=
∑

g∈G

w(g)cg−1 (rg) · g
−1.(4.17)

One easily concludes from the requirements and the axioms of an involution that
this is the only possible formula for such an involution. Namely,

∑

g∈G

rg · g =
∑

g∈G

rg · g =
∑

g∈G

g · rg =
∑

g∈G

w(g) · g−1 · rg

=
∑

g∈G

w(g) ·
(
g−1 · rg · g

)
· g−1 =

∑

g∈G

(w(g)cg−1 (rg) · g
−1.

Before we explain that this definition indeed satisfies the axioms for an involution,
we show that the conditions about w above are necessary for this map to be an
involution on R ∗G. So assume that we have an involution on R ∗G that extends
the involution on R and sends g to w(g) · g−1 for a given map w : G→ R. Denote
by 1 the multiplicative unit in both R and R ∗G. From

1 · e = 1 = 1 = 1 · e = w(e) · e

we conclude (4.13). The equality

w(gh)c(gh)−1

(
τ(g, h)

)
· (gh)−1 = τ(g, h) · gh = g · h

= h · g = w(h) · h−1 · w(g) · g−1 = w(h)
(
h−1 · w(g) · h

)
· h−1 · g−1

= w(h)ch−1(w(g))τ(h−1 , g−1) · (gh)−1

implies (4.14). If we take h = g−1 in (4.14) and use (4.13), we get

1 = w(e) = w(gg−1) = w(g−1)cg(w(g))τ(g, g−1)τ(g, g−1)
−1
.(4.18)

This implies that for all g ∈ G the element w(g) is a unit in R with inverse

w(g)−1 = cg−1(w(g−1))τ(g−1, g)τ(g−1, g)
−1
.

The equality

g = g = w(g) · g−1 = g−1 · w(g) = w(g−1) · g · w(g)

= w(g−1) ·
(
g · w(g) · g−1

)
· g = w(g−1)cg

(
w(g)

)
· g

together with (4.18) implies

w(g−1)cg

(
w(g)

)
= 1 = w(g−1)cg(w(g))τ(g, g−1)τ(g, g−1)

−1
.

If we multiply this equation with w(g−1)−1 and apply the inverse c−1
g of cg, we

derive condition (4.15). The equality

r · w(g) · g−1 = r · g = g · r = (g · r · g−1) · g = cg(r) · g = g · cg(r)

= w(g) · g−1 · cg(r) = w(g) ·
(
g−1 · cg(r) · g

)
· g−1 = w(g) · cg−1

(
cg(r)

)
· g−1

implies that for all g ∈ G and r ∈ R we have r · w(g) = w(g) · cg−1

(
cg(r)

)
and

hence
cg(r) = c−1

g−1

(
w(g)−1rw(g)

)
.

¿From the relation (4.3) we conclude cτ(g−1,g) = cg−1 ◦ cg and hence c−1
g−1 = cg ◦

c−1
τ(g−1,g). Now condition (4.16) follows.
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Finally we show that the conditions (4.13), (4.14), (4.15) and (4.16) on w do
imply that we get an involution of rings on R ∗G by the formula (4.17). Obviously
this formula is compatible with the additive structure on R ∗G and sends 1 to 1.
In order to show that it is an involution and compatible with the multiplicative
structure we have to show g · h = h · g, rs = s · r, r · g = g · r, g · r = r · g, r = r
and g = g for r, s ∈ R and g, h ∈ G. We get rs = s · r and r = r from the fact
that we start with an involution on R. The other equations follow from the proofs
above that (4.17) is the only possible candidate and that the conditions about w
are necessary for the existence of the desired involution on R ∗ G, just read the
various equations and implications backwards. We will denote the resulting ring
with involution by

R ∗c,τ,w G.(4.19)

Example 4.20. Suppose that we are in the situation of Example 4.9. Suppose that
we are additionally given a group homomorphism w1 : G→ cent(R)× to the abelian

group of invertible central elements in R satisfying w1(g) = w1(g) for all g ∈ G.

The w1-twisted involution on RG is defined by
∑

g∈G rg · g =
∑

g∈G rgw1(g) · g
−1.

It extends the w1|H -involution on RH . We obtain an involution on RH ∗Q if we

conjugate the w1-twisted involution with the isomorphism RH ∗ Q
∼=
−→ RG which

we have introduced in Example 4.9. This involution on RH ∗ Q sends q ∈ Q to
the element w1(s(q))τ(q

−1 , q)−1 ·q−1 because of the following calculation in RG for
q ∈ Q

s(q) = w1(s(q)) · s(q)
−1 = w1(s(q)) · s(q)

−1 · s(q−1)−1 · s(q−1)

= w1(s(q)) ·
(
s(q−1) · s(q)

)−1
· s(q−1) = w1(s(q)) ·

(
τ(q−1, q)s(q−1q)

)−1
· s(q−1)

= w1(s(q))τ(q
−1 , q)−1 · s(q−1).

Define

w : Q→ RH, q 7→ w1(s(q))τ(q
−1 , q)−1.

Then w satisfies the conditions (4.13), (4.14), (4.15) and (4.16) and the involution

on RH ∗Q determined by w corresponds under the isomorphism RH ∗ Q
∼=
−→ RG

to the w1-twisted involution on RG.

Let

tg : rescg ◦IR-FGP → IR-FGP ◦ rescg(4.21)

be the natural transformation which assigns to a finitely generated projective
R-module P the R-isomorphism tg(P ) : rescg P

∗ → (rescg P )∗ which sends the R-
linear map f : P → R to the R-linear map

tg(P )(f) : rescg P → R, p 7→ c−1
g (f(p))

(
w(g)τ(g−1, g)

)−1
.

We firstly check that tg(P )(f) : rescg P → R is R-linear by the following computa-
tion

tg(P )(f)(cg(r)p) = c−1
g (f(cg(r)p))

(
w(g)τ(g−1, g)

)−1

= c−1
g (cg(r)f(p))

(
w(g)τ(g−1, g)

)−1

= c−1
g (cg(r)) c

−1
g (f(p))

(
w(g)τ(g−1, g)

)−1

= rc−1
g (f(p))

(
w(g)τ(g−1, g)

)−1

= rtg(P )(f)(p).
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Finally we check that tg(P ) : rescg P
∗ → (rescg P )∗ is R-linear by the following

calculation for f ∈ P ∗ and p ∈ P

tg(P ) ((cg(r)f)) (p)

= c−1
g ((cg(r)f)(p))

(
w(g)τ(g−1, g)

)−1

= c−1
g

(
f(p)cg(r)

) (
w(g)τ(g−1, g)

)−1

= c−1
g (f(p))c−1

g (cg(r))
(
w(g)τ(g−1, g)

)−1

= c−1
g (f(p))c−1

g

(
cg

((
w(g)τ(g−1, g)

)−1
r
(
w(g)τ(g−1, g)

))) (
w(g)τ(g−1, g)

)−1

= c−1
g (f(p)

(
w(g)τ(g−1, g)

)−1
r
(
w(g)τ(g−1, g)

) (
w(g)τ(g−1, g)

)−1

= c−1
g (f(p)

(
w(g)τ(g−1, g)

)−1
r

= tg(P )(f)(p)r

= (rtg(P )) (f)(p).

Definition 4.22. An additive G-category with involution A is an additive G-
category, which is the same as an additive category with strict G-action (see Defi-
nition 2.1), together with an involution (I, E) of additive categories (see (1.1) and
(1.2)) with the following properties: I : A → A is a contravariant functor of ad-
ditive G-categories, i.e., Rg ◦ I = I ◦ Rg for all g ∈ G, and E : idA → I ◦ I is a
natural transformation of functors of additive G-categories, i.e., for every g ∈ G
and every object A in A the morphisms E(Rg(A)) and Rg(E(A)) from Rg(A) to
I2 ◦ (Rg(A) = Rg ◦ I

2(A) agree.

Lemma 4.23. The additive category with strict G-action R-FGPc,τ of (4.11) in-
herits the structure of an additive G-category with involution in the sense of Defi-
nition 4.22.

Proof. We firstly show that

IR-FGP : R-FGP → R-FGP

together with the collection of the {t−1
g : IR-FGP ◦ rescg → rescg ◦IR-FGP | g ∈ G}

(see (4.21)) is a contravariant functor of additive categories with weak G-action.
We have to verify that the diagram (2.2) commutes. This is equivalent to show
for every finitely generated projective R-module P and g, h ∈ G that the following
diagram commutes

rescgh
P ∗ tgh(P )

//

Lτ(g,h)(P
∗)

��

(rescgh
P )∗

resch
rescg P

∗
resch

tg(P )
// resch

(rescg P )∗
th(resg P )

// (resch
rescg P )∗

Lτ(g,h)(P )∗

OO

We start with an element f : P → R in the left upper corner. Its image under the up-

per horizontal arrow is p 7→ c−1
gh (f(p))

(
w(gh)τ((gh)−1, gh)

)−1
. Next we list succes-

sively how its image looks like if we go in the anticlockwise direction from the left up-
per corner to the right upper corner. We first get p 7→ f(p)τ(g, h). After the second

map we get p 7→ c−1
g

(
f(p)τ(g, h)

) (
w(g)τ(g−1, g)

)−1
. After applying the third map

we obtain p 7→ c−1
h

(
c−1
g

(
f(p)τ(g, h)

) (
w(g)τ(g−1, g)

)−1
) (
w(h)τ(h−1, h)

)−1
. Fi-

nally we get p 7→ c−1
h

(
c−1
g

(
f(τ(g, h)p)τ(g, h)

) (
w(g)τ(g−1, g)

)−1
) (
w(h)τ(h−1, h)

)−1
.

Since f lies in P ∗, we have f(τ(g, h)p) = τ(g, h)f(p). Hence it suffices to show for
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all r ∈ R

c−1
h

(
c−1
g

(
τ(g, h)rτ(g, h)

) (
w(g)τ(g−1, g)

)−1
) (
w(h)τ(h−1, h)

)−1

= c−1
gh (r)

(
w(gh)τ((gh)−1, gh)

)−1
.

(Notice that now f has been eliminated.) By applying cgh we see that this is
equivalent to showing

cgh

(
c−1
h

(
c−1
g

(
τ(g, h)rτ(g, h)

)))

= rcgh

((
w(gh)τ((gh)−1, gh)

)−1 (
w(h)τ(h−1, h)

)
c−1
h

(
w(g)τ(g−1, g)

))
.

¿From the relation (4.3) we conclude that cgh ◦ ch−1 ◦ cg−1(s) = τ(g, h)−1sτ(g, h)
holds for all s ∈ R. Hence it remains to show

τ(g, h)−1
(
τ(g, h)rτ(g, h)

)
τ(g, h)

= rcgh

((
w(gh)τ((gh)−1, gh)

)−1
w(h)τ(h−1, h)c−1

h

(
w(g)τ(g−1, g)

))
.

This reduces to proving for g, h ∈ G

τ(g, h)τ(g, h)

= cgh
(
τ((gh)−1, gh)−1w(gh)−1w(h)τ(h−1, h)c−1

h

(
w(g)τ(g−1, g)

))
.

(Notice that now r has been eliminated.) By inserting condition (4.14) and the con-
clusions cτ(h−1,h) ◦c

−1
h = ch−1 and cτ((gh)−1,gh) ◦c

−1
gh = c(gh)−1 from conditions (4.3)

and (4.5) we get

w(gh)−1w(h)τ(h−1, h)c−1
h

(
w(g)τ(g−1, g)

)

=

(
w(h)ch−1 (w(g))τ(h−1, g−1)c(gh)−1

(
τ(g, h)

)−1
)−1

w(h)

τ(h−1, h)c−1
h

(
w(g)τ(g−1, g)

)
τ(h−1, h)−1τ(h−1, h)

= c(gh)−1

(
τ(g, h)

)
τ(h−1, g−1)−1ch−1(w(g))−1w(h)−1w(h)

ch−1

(
w(g)τ(g−1, g)

)
τ(h−1, h)

= c(gh)−1

(
τ(g, h)

)
τ(h−1, g−1)−1ch−1(w(g))−1ch−1(w(g))

ch−1

(
τ(g−1, g)

)
τ(h−1, h)

= c(gh)−1

(
τ(g, h)

)
τ(h−1, g−1)−1ch−1

(
τ(g−1, g)

)
τ(h−1, h)

= τ((gh)−1, gh)c−1
gh

(
τ(g, h)

)
τ((gh)−1, gh)−1τ(h−1, g−1)−1

ch−1

(
τ(g−1, g)

)
τ(h−1, h).

This implies

cgh
(
τ((gh)−1, gh)−1w(gh)−1w(h)τ(h−1, h)c−1

h

(
w(g)τ(g−1, g)

))

= cgh

(
τ((gh)−1, gh)−1τ((gh)−1, gh)c−1

gh

(
τ(g, h)

)
τ((gh)−1, gh)−1

τ(h−1, g−1)−1ch−1

(
τ(g−1, g)

)
τ(h−1, h)

)

= τ(g, h)cgh
(
τ((gh)−1, gh)−1τ(h−1, g−1)−1ch−1

(
τ(g−1, g)

)
τ(h−1, h)

)
.

Hence it remains to show

τ(g, h) = cgh
(
τ((gh)−1, gh)−1τ(h−1, g−1)−1ch−1

(
τ(g−1, g)

)
τ(h−1, h)

)
.
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(Notice that we have eliminated any expression involving the involution.) ¿From
condition (4.3), (4.4) and (4.5) we conclude

τ(h−1, g−1)τ((gh)−1, g) = ch−1(τ(g−1, g));

τ(gh)−1, g)τ(h−1, h) = c(gh)−1(τ(g, h))τ((gh)−1 , gh);

c−1
gh = cτ((gh)−1,gh)−1 ◦ c(gh)−1 .

Hence

τ((gh)−1, gh)−1τ(h−1, g−1)−1ch−1

(
τ(g−1, g)

)
τ(h−1, h)

= τ((gh)−1, gh)−1τ(h−1, g−1)−1τ(h−1, g−1)τ((gh)−1, g)τ(h−1, h)

= τ((gh)−1, gh)−1τ((gh)−1, g)τ(h−1, h)

= τ((gh)−1, gh)−1c(gh)−1(τ(g, h))τ((gh)−1 , gh)

= c−1
gh (τ(g, h)).

This finishes the proof of the commutativity of the diagram (2.2).
Next we show that ER-FGP : idR-FGP → IR-FGP ◦ IR-FGP is a natural transforma-

tion of contravariant functors of additive categories with weak G-action. We have
to show that the diagram (2.3) commutes. This is equivalent to show for every
finitely generated projective R-module P the following diagram commutes

rescg
P

ER-FGP(rescg P )
//

rescg ER-FGP(P )

��

(rescg P )∗∗

tg(P )∗

��

rescg
(P ∗∗)

tg(P∗)
// (rescg P

∗)∗

We start with an element p ∈ P in the left upper corner. It is sent under the left
vertical arrow to the element given by f 7→ f(p). The image of this element under

the lower horizontal is given by f 7→ c−1
g (f(p))

(
w(g)τ(g−1, g)

)−1
. The image of

p ∈ P under the upper horizontal arrow is f 7→ f(p). The image of this element

under the right vertical arrow sends f to f◦tg(P )(p) = c−1
g (f(p))

(
w(g)τ(g−1, g)

)−1
.

¿From the naturality of the construction of the additive category with strict G-
action R-FGPc,τ := S(R-FGP) (see Section 3) we conclude that (IR-FGP, {tg | g ∈
G}) induces a functor of additive categories with strict G-action

IR-FGPc,τ : R-FGPc,τ → R-FGPc,τ

and ER-FGP induces a natural transformation of functors of additive categories with
strict G-action

ER-FGPc,τ : idR-FGP → IR-FGPc,τ ◦ IR-FGPc,τ .

It remains to prove that condition (1.3) holds for (IR-FGPc,τ , ER-FGPc,τ ). But this
follows easily from the fact that condition (1.3) holds for (IR-FGP, ER-FGP). �

The additive G-category with involution constructed in Lemma 4.23 will be
denoted in the sequel by

R-FGPc,τ,w.(4.24)

5. Connected groupoids and additive categories

Groupoids are always to be understood to be small. A groupoid is called con-
nected if for two objects x and y there exists a morphism f : x → y. Let G be
a connected groupoid. Let Add-Cat be the category of small additive categories.
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Given a contravariant functor F : G → Add-Cat, we define a new small additive
category, which we call its homotopy colimit (see for instance [15])

∫
G
F(5.1)

as follows. An object is a pair (x,A) consisting of an object x in G and an object
A in F (x). A morphism in

∫
G
F from (x,A) to (y,B) is a formal sum

∑

f∈morG(x,y)

f · φf

where φf : A → F (f)(B) is a morphism in F (x) and only finitely many coeffi-
cients φf are different from zero. The composition of a morphism

∑
f∈morG(x,y) f ·

φf : (x,A) → (y,B) and a morphism
∑

g∈morG(y,z) g · φg : (y,B) → (z, C) is given

by the formula

∑

h∈morG(x,z)

h ·

(
∑

f∈morG(x,y)
g∈morG(y,z)

h=g◦f

F (f)(ψg) ◦ φf )

)
.

The decisive special case is

(g · ψ) ◦ (f · φ) = (g ◦ f) · (F (f)(ψ) ◦ φ).

The Z-module structure on morR
G
F (x, y) is given by




∑

f∈morG(x,y)

f · φf



+




∑

f∈mor(G)

f · ψf



 =
∑

f∈morG(x,y)

f · (φf + ψf ).

A model for the sum of two objects (x,A) and (x,B) is (x,A ⊕ B) if A ⊕ B is a
model for the sum of A and B in F (x). Since G is by assumption connected, we
can choose for any object (y,B) in

∫
G F and any object x in G an isomorphism

f : x→ y and the objects (x, F (f)(B)) and (y,B) in
∫
G
F are isomorphic. Namely

f · idF (f)(B) is an isomorphism (x, F (f)(B)
∼=
−→ (y,B) whose inverse is f−1 · idB ·

Hence the direct sum of two arbitrary objects (x,A) and (y,B) exists in
∫
G F .

Notice that we need the connectedness of G only to show the existence of a
direct sum. This will become important later when we deal with non-connected
groupoids.

This construction is functorial in F . Namely, if S : F0 → F1 is a natural trans-
formation of contravariant functors G → Add-Cat, then it induces a functor

∫
G S :

∫
G F0 →

∫
G F1(5.2)

of additive categories as follows. It sends an object (x,A) in
∫
G
F0 to the object

(x, S(x)(A)) in
∫
G F1. A morphism

∑
f∈morG(x,y) f · φf : (x,A) → (y,B) is sent to

the morphism

∑

f∈morG(x,y)

f · S(x)(φf ) : (x, s(x)(A)) → (y, s(y)(B)).

This makes sense since S(x)(φf ) is a morphism in F1(x) from S(x)(A) to S(x)(F0(f)(B)) =
F1(f)(S(y)(B)). The decisive special case is that

∫
G
S sends (f : x → y) · φ to

(f : x→ y) ·S(x)(φ). One easily checks that
∫
G S is compatible with the structures
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of additive categories and we have
(∫

G

S2

)
◦

(∫

G

S1

)
=

∫

G

(S2 ◦ S1);(5.3)

∫

G

idF = idR
G
F .(5.4)

The construction is also functorial in G. Namely, let W : G1 → G2 be a covariant
functor of groupoids. Then we obtain a covariant functor

W∗ :
∫
G1
F ◦W →

∫
G2
F(5.5)

of additive categories as follows. An object (x1, A) in
∫
G1
F ◦ W is sent to the

object (W (x1), A) in
∫
G2
F . A morphism

∑
f∈morG1(x1,y1)

f · φf : (x1, A) → (y1, B)

in
∫
G1
F ◦W is sent to the morphism

∑

f∈morG2 (W (x1),W (y1))

f ·

(
∑

f1∈morG1 (x1,y1)
W (f1)=f

φf1

)
: (W (x1), A) → (W (y1), B)

in
∫
G2
F . Here the decisive special case is that W∗ sends the morphism f · φ to

W (f) · φ. One easily checks that W∗ is compatible with the structures of additive
categories and we have for covariant functors W1 : G1 → G2, W2 : G2 → G3 and a
contravariant functor F : G → Add-Cat

(W2)∗ ◦ (W1)∗ = (W2 ◦W1)∗;(5.6)

(idG)∗ = idR
G
F .(5.7)

These two constructions are compatible. Namely, given a natural transformation
S1 : F1 → F2 of contravariant functors G → Add-Cat and a covariant functor
W : G1 → G, we get

(∫

G

S

)
◦W∗ = W∗ ◦

(∫

G1

(S ◦W )

)
.(5.8)

A functor F : C0 → C1 of categories is called an equivalence if there exists a
functor F ′ : C1 → C0 with the property that F ′ ◦ F is naturally equivalent to the
identity functor idC0 and F ◦F ′ is naturally equivalent to the identity functor idC1 .
A functor F is a natural equivalence if and only if it is full and faithful, i.e., it
induces a bijection on the isomorphism classes of objects and for any two objects
c, d in C0 the induced map morC0(c, d) → morC1(F (c), F (d)) is bijective. If C0 and C1

come with an additional structure such as of an additive category (with involution)
and F is compatible with this structure, we require that F ′ and the two natural
equivalences F ′ ◦F ≃ idC0 and F ◦F ′ ≃ idC1 are compatible with these. In this case
it still true that F is an equivalence of categories with this additional structure if
and only if F is full and faithful.

One easily checks

Lemma 5.9. (i) Let W : G1 → G be an equivalence of connected groupoids.
Let F : G → Add-Cat be a contravariant functor. Then

W∗ :

∫

G1

F ◦W →

∫

G

F

is an equivalence of additive categories.
(ii) Let G be a connected groupoid. Let S : F1 → F2 be a transformation of

contravariant functors G → Add-Cat such that for every object x in G
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the functor S(x) : F0(x) → F1(x) is an equivalence of additive categories.
Then

∫

G

S :

∫

G

F1 →

∫

G

F2

is an equivalence of additive categories.

6. From crossed product rings to additive categories

Example 6.1. Here is our main example of a contravariant functor G → Add-Cat.
Notice that a group G is the same as a groupoid with one object and hence a con-
travariant functor from a groupG to Add-Cat is the same as an additiveG-category
what is the same as an additive category with strict G-action (see Definition 2.1).
Let R be a ring together with maps of sets

c : G → aut(R), g 7→ cg;

τ : G×G → R×.

satisfying (4.3), (4.4), (4.5), (4.6) and (4.7). We have introduced the additive
G-category R-FGPc,τ in (4.11). All the construction restrict to the subcategory
R-FGF ⊆ R-FGP of finitely generated free R-modules and lead to the additive
G-category

R-FGFc,τ := S(R-FGP);(6.2)

Lemma 6.3. Consider the data (R, c, τ) and the additive category R-FGFc,τ ap-
pearing in Example 6.1. Let

∫
GR-FGFc,τ be the additive category defined in (5.1).

Since G regarded as a groupoid has precisely one object, we can (and will) identify
the set of objects in

∫
GR-FGFc,τ with the set of objects in R-FGFc,τ which con-

sists of pairs (M, g) for M a finitely generated free R-module and g ∈ G. Denote
by
(∫
G
R-FGFc,τ

)
e

the full subcategory of
∫
G
R-FGFc,τ consisting of objects of the

shape (M, e) for e ∈ G the unit element. Denote by R ∗ G = R ∗c,τ G the crossed
product ring (see (4.8)). Then

(i) There is an equivalence of additive categories

α :

(∫

G

R-FGFc,τ

)

e

→ R ∗c,τ G-FGF;

(ii) The inclusion

(∫

G

R-FGFc,τ

)

e

→

∫

G

R-FGFc,τ

is an equivalence of additive categories.

Proof. (i) An object (M, e) in
(∫
GR-FGFc,τ

)
e

is sent under α to the finitely gener-

ated freeR∗c,τG-module R∗c,τG⊗RM . A morphism φ =
∑
g∈G g·

(
φg : M → rescg(N)

)

from (M, e) to (N, e) is sent to the R ∗c,τ G-homomorphism

α(φ) : R ∗c,τ G⊗RM → R ∗c,τ G⊗RN, u⊗ x 7→
∑

g∈G

u · τ(g−1, g)−1 · g−1 ⊗ φg(x)
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for u ∈ R ∗c,τ G and x ∈ M . This is well-defined, i.e., compatible with the tensor
relation, by the following calculation for r ∈ R using (4.3) and (4.5).

u · τ(g−1, g)−1 · g−1 ⊗ φg(rx)

= u · τ(g−1, g)−1 · g−1 ⊗ cg(r)φg(x)

= u · τ(g−1, g)−1 · g−1 · cg(r) ⊗ φg(x)

= u · τ(g−1, g)−1cg−1(cg(r)) · g
−1 ⊗ φg(x)

= u · τ(g−1, g)−1cg−1(cg(r))τ(g
−1, g)τ(g−1, g)−1 · g−1 ⊗ φg(x)

= u · cg−1g(r)τ(g
−1, g)−1 · g−1 ⊗ φg(x)

= u · ce(r)τ(g
−1, g)−1 · g−1 ⊗ φg(x)

= (u · r)τ(g−1, g)−1 · g−1 ⊗ φg(x).

Next we show that α is a covariant functor. Obviously α(id(M,e)) = idα(M,e). Con-
sider morphisms φ =

∑
g∈G g · φg : (M, e) → (N, e) and ψ =

∑
g∈G g · ψg : (N, e) →

(P, e) in
(∫
GR-FGFc,τ

)
e
. A direct computation shows for u ∈ R ∗c,τ G and x ∈M

α(ψ) (α(φ)(u ⊗ x))

= α(ψ)

(
∑

k∈G

u · τ(k−1, k)−1 · k−1 ⊗ φk(x)

)

=
∑

h∈G

∑

k∈G

u · τ(k−1, k)−1 · k−1 · τ(h−1, h)−1 · h−1 ⊗ ψh ◦ φk(x)

=
∑

h,k∈G

u · τ(k−1, k)−1ck−1(τ(h−1, h)−1) · k−1 · h−1 ⊗ ψh ◦ φk(x)

=
∑

h,k∈G

u · τ(k−1, k)−1ck−1(τ(h−1, h)−1)τ(k−1, h−1) · (hk)−1 ⊗ ψh ◦ φk(x)

and

α(ψ ◦ φ)(u ⊗ x)

=
∑

g∈G

u · τ(g−1, g)−1 · g−1 ⊗ (ψ ◦ φ)g(x)

=
∑

g∈G

u · τ(g−1, g)−1 · g−1 ⊗




∑

hk∈G,
hk=g

rk(ψh) ◦ φk(x)





=
∑

g∈G

u · τ(g−1, g)−1 · g−1 ⊗




∑

hk∈G,
hk=g

τ(h, k)−1ψh ◦ φk(x)





=
∑

g∈G

∑

hk∈G,
hk=g

u · τ(g−1, g)−1 · g−1 · τ(h, k)−1 ⊗ ψh ◦ φk(x)

=
∑

g∈G

∑

hk∈G,
hk=g

u · τ(g−1, g)−1cg−1(τ(h, k)−1) · g−1 ⊗ ψh ◦ φk(x)

=
∑

hk∈G

u · τ((hk)−1, hk)−1c(hk)−1(τ(h, k)−1) · (hk)−1 ⊗ ψh ◦ φk(x).

Hence it remains to show for h, k ∈ G

τ(k−1, k)−1ck−1(τ(h−1, h)−1)τ(k−1, h−1) = τ((hk)−1, hk)−1c(hk)−1(τ(h, k)−1),
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or, equivalently,

τ(k−1, h−1)c(hk)−1(τ(h, k))τ((hk)−1 , hk) = ck−1(τ(h−1, h))τ(k−1, k).

Since (4.4) yields

τ((hk)−1, h)τ(k−1, k) = c(hk)−1(τ(h, k)τ((hk)−1 , hk),

it suffices to show

τ(k−1, h−1)τ((hk)−1, h) = ck−1 (τ(h−1, h)).

But this follows from (4.4) and (4.7). This finishes the proof that α is a covariant
functor. Obviously it is compatible with the structures of an additive category.
One easily checks that α induces a bijection between the isomorphism classes of
objects. In order to show that α is a weak equivalence, we have to show for two
objects (M, e) and (N, e) that α induces a bijection

mor(
R

G
R-FGFc,τ )

e

((M, e), (N, e))
∼=
−→ homR∗c,τG(R ∗c,τ ⊗RM,R ∗c,τ ⊗RN).

Since α is compatible with the structures of an additive category, it suffices to check
this in the special case M = N = R, where it is obvious.

(ii) An object of the shape (M, g) in
∫
G
R-FGFc,τ is isomorphic to the object (M, e),

namely an isomorphism (M, g)
∼=
−→ (M, e) in

∫
GR-FGFc,τ is given by g · idrescg (M).

�

7. Connected groupoids and additive categories with involutions

Next we want to enrich the constructions of Section 5 to additive categories with
involutions. Let Add-Catinv be the category of additive categories with involution.
Given a contravariant functor (F, T ) : G → Add-Catinv, we want to define on the
additive category

∫
G
F the structure of an additive category with involution. Here

the pair (F, T ) means that we assign to every object x in G an additive category
with involution F (x) and for every morphism f : x → y in G we have a functor of
additive categories with involution (F (f), T (f)) : F (y) → F (x).

Next we construct for a functor G → Add-Catinv an involution of additive
categories

(IR
G
F , E

R
G
F )(7.1)

on the additive category
∫
G
F which we have introduced in (5.1). On objects we

put

IR
G
F (x,A) := (x, IG(A)) = (x,A∗).

Let φ =
∑

f∈morG(x,y) f · φf : (x,A) → (y,B) be a morphism in
∫
G
F . Define

IR
G
F (φ) : B∗ → A∗ to be the morphism φ∗ =

∑
f∈morG(y,x) f · (φ∗)f : (y,B∗) →

(x,A∗) in
∫
G F whose component for f ∈ morG(y, x) is given by the composite

(φ∗)f : B∗ = F (f)
(
F (f−1)(B∗)

) F (f)(T (f−1)(B))
−−−−−−−−−−−→ F (f)

(
F (f−1)(B)∗

)

F (f)((φf−1)∗)
−−−−−−−−−−→ F (f)(A∗).

Next we show that IR
G
F is a contravariant functor. Obviously IR

G
F sends the

identity idA to idIR
G F (A). We have to show

IR
G
F (ψ ◦ φ) = IR

G
F (φ) ◦ IR

G
F (ψ)

for morphisms φ =
∑

h∈morG(x,y) h · φh : (x,A) → (y,B) and ψ :
∑

k∈morG(y,z) k ·

ψk : (y,B → (z, C), or in short notation (ψ ◦ φ)∗ = φ∗ ◦ ψ∗.
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By definition (φ∗ ◦ ψ∗) =
∑

g∈morG(z,x) g · (φ
∗ ◦ ψ∗)g for

(φ∗ ◦ ψ∗)g :=
∑

k∈morG(z,y),
h∈morG(y,x),

hk=g

F (k)((φ∗)h) ◦ (ψ∗)k.

By definition

(ψ∗)k : C∗ = F (k)(F (k−1)(C∗))
F (k)(T (k−1)(C))
−−−−−−−−−−−→ F (k)(F (k−1)(C)∗)

F (k)((ψk−1 )∗)
−−−−−−−−−→ F (k)(B∗)

and

(φ∗)h : B∗ = F (h)(F (h−1)(B∗))
F (h)(T (h−1)(B))
−−−−−−−−−−−→ F (h)(F (h−1)(B)∗)

F (h)((φh−1 )∗)
−−−−−−−−−→ F (h)(A∗).

Hence the component (φ∗ ◦ ψ∗)g of (φ∗ ◦ ψ∗) at g : z → x is given by the sum of
morphisms from C∗ to F (g)(A∗)

∑

k∈morG(z,y),
h∈morG(y,x),

hk=g

F (k) (F (h)((φh−1)∗)) ◦ F (k)
(
F (h)(T (h−1)(B))

)

◦ F (k)((ψk−1 )∗) ◦ F (k)(T (k−1)(C)).

The component of (ψ ◦ φ)∗g of (ψ ◦ φ)∗ at g : z → x is given by

C∗ = F (g)
(
F (g−1)(C∗)

) F (g)(T (g−1)(C))
−−−−−−−−−−−→ F (g)

(
F (g−1)(C)∗

)

F (g)(((ψ◦φ)g−1)∗)
−−−−−−−−−−−−→ F (g)(A∗).

Since for g : z → x we have

(ψ ◦ φ)g−1 =
∑

h∈morG(y,z),
k∈morG(x,y),

hk=g−1

F (k)(ψh) ◦ φk,

the component of (ψ ◦φ)∗g of (ψ ◦φ)∗ at g : z → x is given by the sum of morphisms
C∗ to F (g)(A∗)

∑

h∈morG(y,z),
k∈morG(x,y),

hk=g−1

F (g) ((φk)
∗) ◦ F (g) (F (k)(ψh)

∗) ◦ F (g)(T (g−1)(C)).

By changing the indexing by replacing h with k−1 and k by h−1, this transforms
to

∑

k∈morG(z,y),
h∈morG(y,x),

hk=g

F (g) ((φh−1)∗) ◦ F (g)
(
F (h−1)(ψk−1 )∗

)
◦ F (g)(T (g−1)(C)).

Hence we have to show for every k : z → y and h : y → x with hk = g that the
two composites

F (k) (F (h)((φh−1 )∗))◦F (k)
(
F (h)(T (h−1)(B))

)
◦F (k)((ψk−1)∗)◦F (k)(T (k−1)(C))

and

(F (g)((φh−1 )∗) ◦ F (g)
(
F (h−1)(ψk−1 )∗

)
◦ F (g)(T (g−1)(C))
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agree. We compute for the first one

F (k) (F (h)((φh−1 )∗)) ◦ F (k)
(
F (h)(T (h−1)(B))

)
◦ F (k)((ψk−1 )∗) ◦ F (k)(T (k−1)(C))

= (F (g)((φh−1 )∗) ◦ F (g)(T (h−1)(B)) ◦ F (g)
(
F (h−1)((ψk−1 )∗)

)

◦F (g)
(
F (h−1)(T (k−1)(C))

)
.

Hence it remains to show that the composites

F (g−1)(C∗)
T (g−1)(C)
−−−−−−−→ F (g−1)(C)∗

F (h−1)(ψk−1 )∗

−−−−−−−−−−→ F (h−1)(B)∗

and

F (g−1)(C∗) = F (h−1)
(
F (k−1)(C∗)

) F (h−1)(T (k−1)(C))
−−−−−−−−−−−−−→ F (h−1)(F (k−1)(C)∗)

F (h−1)((ψk−1)∗)
−−−−−−−−−−−→ F (h−1)(B∗)

T (h−1)(B)
−−−−−−−→ F (h−1)(B)∗

agree. The second one agrees with the composite

F (g−1)(C∗) = F (h−1)
(
F (k−1)(C∗)

) F (h−1)(T (k−1)(C))
−−−−−−−−−−−−−→ F (h−1)(F (k−1)(C)∗)

T (h−1)(F (k−1)(C))
−−−−−−−−−−−−−→ F (h−1)(F (k−1)(C))∗

F (h−1)(ψk−1 )∗

−−−−−−−−−−→ F (h−1)(B)∗

since T (h−1) is a natural transformation F (h−1) ◦ IF (y) → IF (x) ◦ F (h−1). Since

(F (h−1), T (h−1))◦(F (k−1), T (k−1)) = (F (k−1h−1), T (k−1h−1)) = (F (g−1), T (g−1))

the map T (g−1)(C) can be written as the composite

T (g−1)(C) : F (g−1)(C∗) = F (h−1)
(
F (k−1)(C∗)

)

F (h−1)(T (k−1)(C))
−−−−−−−−−−−−−→ F (h−1)

(
F (k−1)(C)∗

)

T (h−1)(F (k−1)(C))
−−−−−−−−−−−−−→ F (h−1)

(
F (k−1)(C)

)∗
= F (g)(C)∗.

This finishes the proof that IR
G
F is a contravariant functor.

The natural equivalence

ER
G
F : idR

G
F → IR

G
F ◦ IR

G
F

assigns to an object (x,A) in
∫
G F the isomorphism

idx ·
(
EG(A) : A

∼=
−→ A∗∗

)
: (x,A) → (x,A∗∗).

We have to check that ER
G
F is a natural equivalence. Consider a morphism

φ =
∑

f∈morG(x,y) f · (φf : (x,A) → (y,B)) in
∫
G
F . Then

(
IR

G
F ◦ IR

G
F

)
(φ) has as

the component for f : x→ y the composite

A∗∗ = F (f)
(
F (f−1)(A∗∗)

) F (f)((T (f−1)(A∗))
−−−−−−−−−−−−−→ F (f)

(
F (f−1)(A∗)∗

)

F (f)(F (f−1)((φf )∗)∗)
−−−−−−−−−−−−−−−→ F (f)

(
F (f−1)(F (f)(B)∗)∗

)

F (f)(F (f−1)(T (f)(B))∗)
−−−−−−−−−−−−−−−−→ F (f)

(
F (f−1)(F (f)(B∗))∗

)
= F (f)(B∗∗).
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Hence
(
IR

G
F ◦ IR

G
F

)
(φ) ◦ER

G
F (x,A) has as component for f : x→ y the com-

posite

A
EA(A)
−−−−→ A∗∗ = F (f)

(
F (f−1)(A∗∗)

) F (f)((T (f−1)(A∗))
−−−−−−−−−−−−−→ F (f)

(
F (f−1)(A∗)∗

)

F (f)(F (f−1)(φ∗
f )∗)

−−−−−−−−−−−−−→ F (f)
(
F (f−1)(F (f)(B)∗)∗

)

F (f)(F (f−1)(T (f)(B))∗)
−−−−−−−−−−−−−−−−→ F (f)

(
F (f−1)(F (f)(B∗))∗

)
= F (f)(B∗∗).

The component of ER
G
F (y,B) ◦ φ at f : x→ y is the composite

A
φf
−−→ F (f)(B)

F (f)(EA(B))
−−−−−−−−→ F (f)(B∗∗).

It remains to show that these two morphisms A→ F (f)(B∗∗) agree. The following
two diagrams commute since EA and T (f−1) are natural transformations

A
EA(A)

//

φf

��

A∗∗ = F (f)
(
F (f−1)(A∗∗)

)

φ∗∗
f =F (f)(F (f−1)(φ∗∗

f )))
��

F (f)(B)
EA(F (f)(B))

// F (f)(B)∗∗ = F (f)
(
F (f−1)(F (f)(B)∗∗)

)

and

F (f)
(
F (f−1)(A∗∗)

) F (f)(T (f−1)(A∗))
//

F (f)(F (f−1)(φ∗∗
f )))

��

F (f)
(
F (f−1)(A∗)∗

)

F (f)(F (f−1)(φ∗
f )∗)

��

F (f)
(
F (f−1)(F (f)(B)∗∗)

) F (f)(T (f−1)(F (f)(B)∗))
// F (f)

(
F (f−1)(F (f)(B)∗)∗

)
.

Hence we have to show that

F (f)(B)
F (f)(EA(B))
−−−−−−−−→ F (f)(B∗∗)

agrees with the composite

F (f)(B)
EA(F (f)(B))
−−−−−−−−→ F (f)(B)∗∗ = F (f)

(
F (f−1)(F (f)(B)∗∗)

)

F (f)(T (f−1)(F (f)(B)∗))
−−−−−−−−−−−−−−−−→ F (f)

(
F (f−1)(F (f)(B)∗)∗

)

F (f)(F (f−1)(T (f)(B))∗)
−−−−−−−−−−−−−−−−→ F (f)

(
F (f−1)(F (f)(B∗))∗

)
= F (f)(B∗∗).

(Notice that φ is not involved anymore.) The following diagram commutes by the
axioms (see (1.6))

F (f)(B)
EA(F (f)(B))

//

F (f)(EA(B))

��

F (f)(B)∗∗

T (f)(B)∗

��

F (f)(B∗∗)
T (f)(B∗)

// F (f)(B∗)∗
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Hence it remains to show the commutativity of the following diagram (which does
not involve φ and EA anymore).

F (f)(B)∗∗ = F (f)
(
F (f−1)(F (f)(B)∗)

)∗ F (f)(T (f−1)(F (f)(B)∗))
//

T (f)(B)∗

��

F (f)
(
F (f−1)(F (f)(B)∗)∗

)

F (f)(F (f−1)(T (f)(B))∗)
��

F (f)(B∗)∗ F (f)(B∗∗) = F (f)
(
F (f−1)(F (f)(B∗))∗

)
T (f)(B∗)

oo

Since (F (f), T (f)) ◦ (F (f−1), T (f−1)) = id, we have

T (f)
(
F (f−1)(F (f)(B)∗)

)
◦ F (f)

(
T (f−1)(F (f)(B)∗)

)
= id .

Hence it suffices to prove the commutativity of the following diagram

F (f)(B)∗∗ = F (f)
(
F (f−1)(F (f)(B)∗)

)∗

T (f)(B)∗

��

F (f)
(
F (f−1)(F (f)(B)∗)∗

)

F (f)(F (f−1)(T (f)(B))∗)
��

T (f)(F (f−1)(F (f)(B)∗))
oo

F (f)(B∗)∗ F (f)(B∗∗) = F (f)
(
F (f−1)(F (f)(B∗))∗

)
.

T (f)(B∗)
oo

This follows because this diagram is obtained by applying the natural transforma-
tion T (f) to the morphism

F (f−1)(F (f)(B∗))
F (f−1)(T (f)(B))
−−−−−−−−−−−→ F (f−1)(F (f)(B)∗).

The condition (1.3) is satisfied for (IR
G
F , E

R
G
F ) since it holds for (IA, EA).

We will denote the resulting additive category
∫
A F with involution (IR

G
F , E

R
G
F )

by
∫
G
(F, T ).(7.2)

Let (F0, T0) and (F1, T1) be two contravariant functors G → Add-Catinv. Let
(S,U) : (F0, T0) → (F1, T1) be a natural transformation of such functors. This
means that we for each object x in G we have an equivalence (S(x), U(x)) : F0(x) →
F1(y) of additive categories with involution such that for all f : x → y in G the
following diagram of functors of additive categories with involution commutes

F0(y)
(S(y),U(y))

//

(F0(f),T0(f))

��

F1(y)

(F1(f),T1(f))

��

F0(x)
(S(x),U(x))

// F1(x)

(7.3)

Then both
∫
G(F0, T0) and

∫
G(F1, T1) are additive categories with involutions. The

functor of additive categories
∫
G
S :

∫
G
F0 →

∫
G
F1 defined in (5.2) extends to a

functor of additive categories with involution
∫
G
(S,U) :

∫
G
(F0, T0) →

∫
G
(F1, T1)(7.4)

as follows. We have to specify a natural equivalence

Û :

(∫

G

S

)
◦ IR

G
(F0,T0) → IR

G
(F1,T1) ◦

∫

G

S.

For an object (x,A) in
∫
G
F0 the isomorphism

Û(x,A) :

(∫

G

S

)
◦ IR

G
(F0,T0)(x,A) → IR

G
(F1,T1) ◦

∫

G

S(x,A)
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is given by the isomorphism

idx ·U(x)(A) : (x, S(x)(A∗)) → (x, S(x)(A)∗)

in
∫
G F1. Next we check that Û is a natural equivalence.

Let
∑

f∈morG(x,y) f · φf : (x,A) → (y,B) be a morphism in
∫
G
F0, where by

definition φf : A → F (f)(B) is a morphism in the additive category F0(x). We
have to show the commutativity of the following diagram in the additive category∫
G
F1

(∫
G S
)
◦ IR

G
(F0,T0)(y,B)

(
R
G
S)◦IR

G(F0,T0)(φ)
//

bU(y,B)

��

(∫
G S
)
◦ IR

G
(F0,T0)(x,A)

bU(x,A)

��

IR
G
(F1,T1) ◦

∫
G
S(y,B)

IR
G(F1,T1)◦

R
G
S(φ)

// IR
G
(F1,T1) ◦

∫
G
S(x,A)

The morphism IR
G
(F0,T0)(φ) in

∫
G
F0 is given by

φ∗ =
∑

f∈morG(x,y)

f · (φ∗)f : (y,B∗) → (x,A∗),

where the component (φ∗)f is the composite

(φ∗)f : B∗ = F0(f)
(
F0(f

−1)(B∗)
) F0(f)(T0(f−1)(B))
−−−−−−−−−−−−→ F0(f)

(
F0(f

−1)(B)∗
)

F0(f)((φf−1)
∗)

−−−−−−−−−−→ F0(f) (A∗) .

The morphism
(∫

G S
)
◦IR

G
(F0,T0)(φ) : (y,B∗) → (x,A∗) in

∫
G F1 is given by

∑
f∈morG(x,y) f ·

ψf : (y,B∗) → (x,A∗), where ψf is the composite

ψf : S(y)(B∗) = S(y)
(
F0(f)

(
F0(f

−1)(B∗)
))

S(y)(F0(f)(T0(f
−1)(B)))

−−−−−−−−−−−−−−−−−→ S(y)
(
F0(f)

(
F0(f

−1)(B)∗
))

S(y)(F0(f)((φf−1)∗))
−−−−−−−−−−−−−−→ S(y) (F0(f) (A∗)) = F1(f) (S(x) (A∗)) .

Hence the morphism Û(x,A) ◦
(∫

G S
)
◦ IR

G
(F0,T0)(φ) : (y,B∗) → (x,A∗) in

∫
G F1 is

given by
∑

f∈morG(x,y) f ·µf : (y,B∗) → (x,A∗), where µf is the composite in F1(y)

µf : S(y)(B∗) = S(y)
(
F0(f)

(
F0(f

−1)(B∗)
))

S(y)(F0(f)(T0(f
−1)(B)))

−−−−−−−−−−−−−−−−−→ S(y)
(
F0(f)

(
F0(f

−1)(B)∗
))

S(y)(F0(f)((φf−1)∗))
−−−−−−−−−−−−−−→ S(y) (F0(f) (A∗)) = F1(f) (S(x) (A∗))

F1(f)(U(x)(A))
−−−−−−−−−−→ F1(f) (S(x)(A)∗) .

The morphism
∫
G S(φ) : (x, S(x)(A)) → (y, S(y)(B)) in

∫
G F1 is given by

∑

f∈morG(x,y)

f · (S(x)(φf ) : S(x)(A) → S(x)(F0(f)(B) = F1(f)(S(y)(B)) .



28 ARTHUR BARTELS AND WOLFGANG LÜCK

The morphism IR
G
(F1,T1) ◦

∫
G S(φ) : (y, S(y)(B)∗) → (x, S(x)(A)∗) in

∫
G F1 is given

by
∑

f∈morG(y,x) f · νf , where νf is the composite in F1(y).

νf : S(y)(B)∗ = F1(f)
(
F1(f

−1) (S(y)(B)∗)
)

F1(f)(T1(f−1)(S(y)(B)))
−−−−−−−−−−−−−−−−→ F1(f)

(
F1(f

−1) (S(y)(B))
∗)

= F1(f)
(
S(x)

(
F0(f

−1)(B)
)∗)

F1(f)((S(x)(φf−1))∗)
−−−−−−−−−−−−−−→ F1(f) (S(x)(A)∗) .

The morphism IR
G
(F1,T1)◦

∫
G S(φ)◦Û(y,B) : (y, S(y)(B∗)) → (x, S(x)(A)∗) in

∫
G F1

is given by
∑

f∈morG(y,x) f · ωf , where ωf is the composite in F1(y).

ωf : S(y)(B∗)
U(y)(B)
−−−−−→ S(y)(B)∗ = F1(f)

(
F1(f

−1) (S(y)(B)∗)
)

F1(f)(T1(f−1)(S(y)(B)))
−−−−−−−−−−−−−−−−→ F1(f)

(
F1(f

−1) (S(y)(B))∗
)

= F1(f)
(
S(x)

(
F0(f

−1)(B)
)∗)

F1(f)((S(x)(φf−1))∗)
−−−−−−−−−−−−−−→ F1(f) (S(x)(A)∗) .

Hence we have to show for all f : y → x in morG(y, x) that the two composites in
F1(y)

S(y)(B∗) = S(y)
(
F0(f)

(
F0(f

−1)(B∗)
))

S(y)(F0(f)(T0(f
−1)(B)))

−−−−−−−−−−−−−−−−−→ S(y)
(
F0(f)

(
F0(f

−1)(B)∗
))

S(y)(F0(f)((φf−1)∗))
−−−−−−−−−−−−−−→ S(y) (F0(f) (A∗)) = F1(f) (S(x) (A∗))

F1(f)(U(x)(A))
−−−−−−−−−−→ F1(f) (S(x)(A)∗)

and

S(y)(B∗)
U(y)(B)
−−−−−→ S(y)(B)∗ = F1(f)

(
F1(f

−1) (S(y)(B)∗)
)

F1(f)(T1(f−1)(S(y)(B)))
−−−−−−−−−−−−−−−−→ F1(f)

(
F1(f

−1) (S(y)(B))
∗)

= F1(f)
(
S(x)

(
F0(f

−1)(B)
)∗)

F1(f)((S(x)(φf−1))∗)
−−−−−−−−−−−−−−→ F1(f) (S(x)(A)∗) .

agree. Since S is a natural transformation from F0 → F1, the first composite can
be rewritten as the composite

S(y)(B∗) = F1(f)
(
S(x)

(
F0(f

−1)(B∗)
))

F1(f)(S(x)(T0(f
−1)(B)))

−−−−−−−−−−−−−−−−−→ F1(f)
(
S(x)

(
F0(f

−1)(B)∗
))

F1(f)(S(x)((φf−1)
∗))

−−−−−−−−−−−−−−→ F1(f) (S(x) (A∗))

F1(f)(U(x)(A))
−−−−−−−−−−→ F1(f) (S(x)(A)∗) .
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Since U(x) is a natural transformation from S(x)◦IF0(x) to IF1(x)◦S(x), this agrees
with the composite

S(y)(B∗) = F1(f)
(
S(x)

(
F0(f

−1)(B∗)
))

F1(f)(S(x)(T0(f
−1)(B)))

−−−−−−−−−−−−−−−−−→ F1(f)
(
S(x)

(
F0(f

−1)(B)∗
))

F1(f)(U(x)(F0(f−1)(B)))
−−−−−−−−−−−−−−−−−→ F1(f)

(
S(x)

(
F0(f

−1)(B)
)∗)

F1(f)((S(x)(φf−1))
∗)

−−−−−−−−−−−−−−→ F1(f) (S(x)(A)∗) .

Hence it suffices to show that the following two composites agree

S(y)(B∗) = F1(f)
(
S(x)

(
F0(f

−1)(B∗)
))

F1(f)(S(x)(T0(f
−1)(B)))

−−−−−−−−−−−−−−−−−→ F1(f)
(
S(x)

(
F0(f

−1)(B)∗
))

F1(f)(U(x)(F0(f−1)(B)))
−−−−−−−−−−−−−−−−−→ F1(f)

(
S(x)

(
F0(f

−1)(B)
)∗)

and

S(y)(B∗)
U(y)(B)
−−−−−→ S(y)(B)∗ = F1(f)

(
F1(f

−1) (S(y)(B)∗)
)

F1(f)(T1(f−1)(S(y)(B)))
−−−−−−−−−−−−−−−−→ F1(f)

(
F1(f

−1) (S(y)(B))
∗)

= F1(f)
(
S(x)

(
F0(f

−1)(B)
)∗)

(Notice that φf−1 has been eliminated.) This will follow by applying F1(f) to the
following diagram, provided we can show that it does commute.

S(x)
(
F0(f

−1)(B∗)
)

= F1(f
−1) (S(y)(B∗))

S(x)(T0(f−1)(B))
//

F1(f
−1)(U(y)(B))

��

S(x)
(
F0(f

−1)(B)∗
)

U(x)(F0(f−1)(B))
��

F1(f
−1) (S(y)(B)∗)

T1(f
−1)(S(y)(B))

// S(x)
(
F0(f

−1)(B)
)∗

But the latter diagram commutes because we require the following equality of func-
tors of additive categories with involution for f−1 : x→ y (see (7.3))

(F0(f
−1), T0(f

−1)) ◦ (S(x), U(x)) = (S(y), U(y)) ◦ (F1(f
−1), T1(f

−1)).

This finishes the proof that Û is a natural equivalence. One easily checks that

condition (1.6) is satisfied by Û since it holds for U(x) for all objects x in G. This
finishes the construction of the functor of additive categories with involution (S,U)
(see (7.4)).

One easily checks
(∫

G

(S2, U2)

)
◦

(∫

G

(S1, U1)

)
=

∫

G

(S2, U2) ◦ (S1, U1)(7.5)

∫

G

idF = idR
G
F .(7.6)

Given a functor of groupoidsW : G1 → G and a functor (F, T ) : G → Add-Catinv,
the composition with W a yields a functor (F ◦W,T ◦W ). Hence both

∫
G1

(F, T ) ◦

W and
∫
G(F, T ) are additive categories with involutions. One easily checks that

IR
G
F ◦W∗ = W∗ ◦ IR

G1
F◦W holds for the functor W∗ defined in (5.5). Hence

(W∗, id) :
∫
G1

(F, T ) ◦W →
∫
G
(F, T ).(7.7)
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is a functor of additive categories with involution. One easily checks

((W2)∗, id) ◦ ((W1)∗, id) = ((W2 ◦W1)∗, id);(7.8)

(idG)∗ = idR
G
F .(7.9)

These two constructions are compatible. Namely, we get
(∫

G

(S,U)

)
◦ (W∗, id) = (W∗, id) ◦

(∫

G1

(S ◦W,U ◦W )

)
.(7.10)

One easily checks

Lemma 7.11. (i) Let W : G1 → G be an equivalence of connected groupoids.
Let (F, T ) : G → Add-Catinv be a contravariant functor. Then

W∗ :

∫

G1

(F, T ) ◦W →

∫

G

(F, T )

is an equivalence of additive categories with involution.
(ii) Let G be a connected groupoid. Let S : (F1, T1) → (F2, T2) be a trans-

formation of contravariant functors G → Add-Catinv such that for every
object x in G the functor S(x) : F0(x) → F1(x) is an equivalence of additive
categories. Then

∫

G

S :

∫

G

(F1, T1) →

∫

G

(F2, T2)

is an equivalence of additive categories with involution.

8. From crossed product rings with involution to additive

categories with involution

Next we want to extend Example 6.1 and Lemma 6.3 to rings and additive
categories with involutions. Let R be a ring and let G be a group. Suppose that
we are given maps of sets

c : G → aut(R), g 7→ cg;

τ : G×G → R×;

w : G → R,

satisfying conditions (4.3), (4.4), (4.5), (4.6), (4.7), (4.13), (4.14), (4.15), and (4.16).
We have constructed in Section 4 an involution on the crossed product R ∗ G =
R∗c,τG. We have denoted this ring with involution byR∗G = R∗c,τ,wG (see (4.19)).
The additive category R∗G-FGF inherits the structure of an additive category with
involution (see Example 1.5).

We have introduced notion of an additive G-category with involution in Defi-
nition 4.22 and constructed an explicit example R-FGPc,τ,w in (4.24). All these
constructions restrict to the subcategory R-FGF ⊆ R-FGP of finitely generated free
R-modules. Thus we obtain the additive G-category with involution

R-FGPc,τ,w(8.1)

Lemma 8.2. Consider the data (R, c, τ, w) and the additive G-category with involu-
tion R-FGFc,τ,w of (8.1). Let

∫
GR-FGFc,τ,w be the additive category with involution

defined in (7.1). Since G regarded as a groupoid has precisely one object, we can
(and will) identify the set of objects in

∫
G
R-FGFc,τ,w with the set of objects in

R-FGFc,τ,w which consists of pairs (M, g) for M a finitely generated free R-module
and g ∈ G. Denote by

(∫
G
R-FGFc,τ,w

)
e

the full subcategory of
∫
G
FGFRc,τ,w

consisting of objects of the shape (M, e) for e ∈ G the unit element. Denote by
R ∗ G = R ∗c,τ,w G the ring with involution given by the crossed product ring
(see 4.19). Then
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(i) There is an equivalence of additive categories with involution

(α, β) :

(∫

G

R-FGFc,τ,w

)

e

→ R ∗c,τ,w G-FGF;

(ii) The inclusion
(∫

G

R-FGFc,τ,w

)

e

→

∫

G

R-FGFc,τ,w

is an equivalence of additive categories with involution.

Proof. (i) We have already constructed an equivalence of categories

α :

(∫

G

R-FGFc,τ

)

e

→ R ∗c,τ G-FGF;

in Lemma 6.3 (i). We want to show that α is compatible with the involution, i.e.,
there is a functor of categories with involutions

(α, β) :

(∫

G

R-FGFc,τ,w

)

e

→ R ∗c,τ,w G-FGF.

The natural equivalence β : α ◦ I(
R

G
R-FGFc,τ,w)

e

→ IR∗c,τ,wG-FGF ◦ α assigns to an

object (M, e) in
(∫
G
R-FGFc,τ,w

)
e

the R ∗c,τ G-isomorphism

β(M, e) : R ∗c,τ,w G⊗RM
∗ ∼=
−→ (R ∗c,τ,w G⊗RM)

∗

given by β(M, e)(u ⊗ f)(v ⊗m) = vf(m)u for f ∈ M∗, u ∈ R ∗c,τ G and m ∈ M .
Obviously β is compatible with the structures of additive categories.

Next we check that β is a natural transformation. We have to show for a mor-
phism φ : (M, e) → (N, e) in

(∫
GR-FGFc,τ,w

)
e

that the following diagram commutes

R ∗G⊗R N
∗

β(N,e)

��

α(φ∗)
// R ∗G⊗RM

∗

β(M,e)

��

(R ∗G⊗R N)∗
α(φ)∗

// (R ∗G⊗RM)∗

Recall that a morphism

φ =
∑

g∈G

g · φg : (M, e) → (N, e)

in
(∫
G
R-FGFc,τ,w

)
e

is given by a collection of morphisms φg : (M, e) → Rg(N, e) =

(N, g) in R-FGFc,τ,w for g ∈ G, where φg is a R-homomorphism M → rescg N . We
want to unravel what the dual morphism

φ∗ =
∑

g∈G

g · (φ∗)g : (N, e)∗ = (N∗, e) → (M, e)∗ = (M∗, e)

in
(∫
G
R-FGFc,τ,w

)
e

is. It is given by a collection of morphisms {(φ∗)g : (N∗, e) →

Rg(M
∗, e) = (M∗, g) | g ∈ G} in R-FGFc,τ,w, where (φ∗)g is a R-homomorphism

N∗ → rescg M
∗. In R-FGFc,τ,w the morphism (φ∗)g is given by the composite

(N∗, e) = (N∗, g−1) · g = Rg(N
∗, g−1)

Rg((φg−1 )∗)
−−−−−−−−→ Rg(M

∗, e) = (M∗, g).

The morphism (φg−1)∗ is given by the composite

rescg−1 N
∗
tg−1 (N)
−−−−−→

(
rescg−1 N

)∗ (φg−1)
∗

−−−−−→M∗.

Explicitly this is the map

N∗ →M∗, f(x) 7→ c−1
g−1

(
f ◦ φg−1(x)

) (
w(g−1)τ(g, g−1)

)−1
.
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The morphism Rg((φg−1 )∗) is the composite

N∗ = rescg−1g
N∗

Lτ(g−1,g)
−−−−−−→ resg rescg−1 N

∗
rescg (φg−1 )∗

−−−−−−−−→ rescg M
∗.

Hence the R-linear map (φ∗)g : N∗ → rescg M
∗ sends f ∈ N∗ to the element in M∗

given by

x 7→ c−1
g−1

(
f ◦ φg−1(x)τ(g−1, g)

) (
w(g−1)τ(g, g−1)

)−1
.

This implies that the R ∗G-homomorphism

α(φ∗) : R ∗G⊗R N
∗ → R ∗G⊗RM

∗

sends u⊗ f for u ∈ R ∗G and f ∈ N∗ to the R-linear map M → R given by
∑

g∈G

u · τ(g−1, g)−1 · g−1 ⊗
(
c−1
g−1 ◦ f ◦ φg−1

)
c−1
g−1

(
τ(g−1, g)

) (
w(g−1)τ(g, g−1)

)−1
.

We conclude that the composite β(M, e) ◦ α(φ∗) sends u ⊗ f for u ∈ R ∗ G and
f ∈ N∗ to the R-linear map R ∗G⊗RM → R ∗G which maps v ⊗ x for v ∈ R ∗G
and x ∈M to the element in R ∗G

∑

g∈G

v ·
(
c−1
g−1 ◦ f ◦ φg−1

)
(x)c−1

g−1

(
τ(g−1, g)

) (
w(g−1)τ(g, g−1)

)−1

· u · τ(g−1, g)−1 · g−1.

We compute that the composite α(φ)∗ ◦ β(N, e) sends u ⊗ f for u ∈ R ∗ G and
f ∈ N∗ to the R-linear map R ∗G⊗RM → R ∗G which maps v ⊗ x for v ∈ R ∗G
and x ∈M to the element in R ∗G

β(N, e)(u ⊗ f) (α(φ)(v ⊗ x))

= β(N, e)(u ⊗ f)




∑

g∈G

v · τ(g−1, g)−1 · g−1 ⊗ φg(x)





=
∑

g∈G

β(N, e)(u ⊗ f)
(
v · τ(g−1, g)−1 · g−1 ⊗ φg(x)

)

=
∑

g∈G

v · τ(g−1, g)−1 · g−1 · f (φg(x)) · u.

Hence it suffices to show for each g ∈ G, u, v ∈ R ∗G and x ∈M

v
(
c−1
g−1 ◦ f ◦ φg−1

)
(x)c−1

g−1

(
τ(g−1, g)

) (
w(g−1)τ(g, g−1)

)−1

· u · τ(g−1, g)−1 · g−1

= v · τ(g, g−1)−1 · g · f
(
φg−1(x)

)
· u.

Since

u · τ(g−1, g)−1 · g−1 = w(g−1)cg(τ(g−1, g)−1) · g · u;

g · f
(
φg−1(x)

)
· u = cg

(
f
(
φg−1 (x)

))
· g · u,

it remains to show for all g ∈ G and x ∈M

(
c−1
g−1 ◦ f ◦ φg−1

)
(x)c−1

g−1

(
τ(g−1, g)

) (
w(g−1)τ(g, g−1)

)−1

· w(g−1)cg(τ(g−1, g)−1)

= τ(g, g−1)−1 · cg
(
f
(
φg−1 (x)

))
.
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If we put r = f ◦ φg−1 (x), this becomes equivalent to showing for all g ∈ G and
r ∈ R

c−1
g−1(r)c

−1
g−1

(
τ(g−1, g)

) (
w(g−1)τ(g, g−1)

)−1
· w(g−1)cg(τ(g−1, g)−1)

= τ(g, g−1)−1 · cg(r).

This is equivalent to showing

τ(g, g−1)c−1
g−1

(
rτ(g−1, g)

)
τ(g, g−1)−1 = cg(rτ(g−1, g)).

From (4.3) and (4.5) we conclude for x ∈ R

τ(g, g−1)c−1
g−1 (x)τ(g, g

−1)−1 = cg(x),

and the claim follows, i.e., β is a natural equivalence.
It remains to check that the following diagram (see (1.6)) commutes for every

object (M, e) in R-FGFc,τ [G]e.

R ∗G⊗RM
ER∗c,τ,wG-FGF(R∗G⊗RM)

//

α(ER-FGFc,τ,w (M,e))

��

(R ∗G⊗RM)∗∗

(β(M,e))∗

��

R ∗G⊗RM
∗∗

β((M,e)∗)
// (R ∗G⊗RM

∗)
∗

We consider an element u⊗x in the left upper corner for u ∈ R∗G and x ∈M . It is
sent by the upper horizontal arrow to the element in (R ∗G⊗RM)

∗∗
which maps

h ∈ (R ∗G⊗RM)
∗

to h(u ⊗ x). This element is mapped by the right vertical arrow
to the element in (R ∗G⊗RM

∗)
∗

which sends v ⊗ f for v ∈ R ∗G and f ∈M∗ to

β(M, e)(v ⊗ f)(u⊗ x) = uf(x)v = vf(x)u.

The left vertical arrow sends u⊗x to u⊗IR-FGF(x), where IR-FGF(x) sends f ∈M∗

to f(x). This element is mapped by the lower horizontal arrow to the element in
(R ∗G⊗RM

∗)
∗

which sends v ⊗ f for v ∈ R ∗G and f ∈M∗ to

vIR-FGF(x)(f)u = vf(x)u.

This finishes the proof that

(α, β) :

(∫

G

R-FGFc,τ,w

)

e

→ R ∗c,τ,w G-FGF

is an equivalence of additive category with involutions.

(ii) This has already been proved in Lemma 6.3 (ii). �

9. G-homology theories

In this section we construct G-homology theories and discuss induction.

Definition 9.1 (Transport groupoid). LetG be a group and let ξ be aG-set. Define
the transport groupoid GG(ξ) to be the following groupoid. The set of objects is ξ
itself. For x1, x2 ∈ ξ the set of morphisms from x1 to x2 consists of those elements
g in G for which gx1 = x2 holds. Composition of morphisms comes from the group
multiplication in G.

A G-map α : ξ → η of G-sets induces a covariant functor GG(α) : GG(ξ) → GG(η)
by sending an object x ∈ ξ to the object α(x) ∈ η. A morphism g : x1 → x2 is sent
to the morphism g : α(x1) → α(x2).
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Fix a functor

E : Add-Catinv → Spectra

which sends weak equivalences of additive categories with involutions to weak ho-
motopy equivalences of spectra.

Let G be a group. Let Groupoids ↓ G be the category of connected groupoids
over G considered as a groupoid with one object, i.e., objects a covariant functors
F : G → G with a connected groupoid as source and G as target and a morphism
from F0 : G0 → G to F1 : G1 → G is a covariant functor W : G0 → G1 satisfying
F1 ◦W = F0. For a G-set S let

prG : GG(S) → G(G/G) = G

be the functor induced by the projection S → G/G. The transport category yields
a functor

GG : OrG→ Groupoids ↓ G

by sending G/H to prG : GG(G/H) → GG(G/G) = G.
Let A be an additive G-category with involution in the sense of Definition 4.22.

We obtain a functor

EA : OrG→ Spectra, G/H 7→ E
(∫

G(G/H)
A ◦ prG

)
.(9.2)

Associated to it there is a G-homology theory in the sense of [9, Section 1]

HG
∗ (−;EA)(9.3)

such that HG
∗ (G/H ;EA) ∼= πn (EA(G/H)) holds for every n ∈ Z and every sub-

group H ⊆ G. Namely, define for a G-CW -complex X

HG
n (X ;EA) = πn

(
mapG(G/?, X)+ ∧Or(G) EA(G/?)

)
.

For more details about spectra and spaces over a category and associated homology
theories we refer to [5]. (Notice that there ∧Or(G) is denoted by ⊗Or(G).)

Lemma 9.4. Let f : A → B be a weak equivalence of additive G-categories with
involution. Then the induced map

HG
n (X ;Ef) : H

G
n (X ;EA)

∼=
−→ HG

n (X ;EA)

is a bijection for all n ∈ Z.

Proof. This follows from Lemma 7.11 and [5, Lemma 4.6]. �

Let φ : K → G be a group homomorphism. Given a K-CW -complex X , let
G ×φ X be the G-CW -complex obtained from X by induction with φ. If HG

∗ (−)
is a G-homology theory, then HG(φ∗(−)) is a K-homology theory. The next result
is essentially the same as the proof of the existence of an induction structure in [1,
Lemma 6.1].

Lemma 9.5. Let φ : K → G be a group homomorphism. Let A be an additive G-
category with involution in the sense of Definition 4.22. Let resφA be the additive
K-category with involution obtained from A by restriction with φ.

Then there is a transformation of K-homology theories

σ∗ : HK
∗ (−;Eresφ A) → HG

∗ (φ∗(−);EA)

If X is a K-CW -complex on which ker(φ) acts trivially, then

σn : HK
n (X ;Eresφ A)

∼=
−→ HG

n (φ∗X ;EA)

is bijective for all n ∈ Z.
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Proof. We have to construct for every K-CW -complex X a natural transformation

(9.6) mapK(K/?, X)+ ∧Or(K) E

(∫

GK(K/?)

resφA ◦ prK

)

→ mapG(G/?, φ∗X)+ ∧Or(G) E

(∫

GG(G/?)

A ◦ prG

)
.

The group homomorphism φ induces for every transitive K-set ξ a functor, natural
in ξ,

Gφ(ξ) : GK(ξ) → GG(φ∗ξ)

which sends an object x ∈ ξ to the object (e, x) in G ×φ ξ and sends a morphism
given by k ∈ K to the morphism given by φ(k). We obtain for every transitive
K-set ξ a functor of additive categories with involutions, natural in ξ (see (7.7))

Gφ(ξ)∗ :

∫

GK(ξ)

resφA ◦ prK =

∫

GK(ξ)

A ◦ prG ◦Gφ(ξ) →

∫

GG(φ∗ξ)

A ◦ prG .

Thus we obtain a map of spectra

mapK(K/?, X)+ ∧Or(K) E

(∫

GK(K/?)

resφA ◦ prK

)

→ mapK(K/?, X)+ ∧Or(K) E

(∫

GG(φ∗(K/?))

A ◦ prG

)
.

¿From the adjunction of induction and restriction with the functor

Or(φ) : Or(K) → Or(G), K/H 7→ φ∗K/H,

and the canonical map of contravariant Or(G)-spaces

Or(φ)∗ (mapK(K/?, X)) → mapG(G/?, φ∗X),

which is an isomorphism for a K-CW -complexes X , we obtain maps of spectra

mapK(K/?, X)+ ∧Or(K) E

(∫

GG(φ∗(K/?))

A ◦ prG

)

∼= mapK(K/?, X)+ ∧Or(K) Or(φ)∗

(
E

(∫

GG(G/?)

A ◦ prG

))

∼= Or(φ)∗ (mapK(K/?, X))+ ∧Or(G) E

(∫

GG(G/?)

A ◦ prG

)

∼= mapG(G/?, φ∗X)+ ∧Or(G) E

(∫

GG(G/?)

A ◦ prG

)
.

Now the desired map of spectra (9.6) is the composite of the two maps above.
The proof that τn(X) is bijective if ker(φ) acts freely on X is the same as the

one of [1, Lemma 1.5]. �

10. Z-categories and additive categories with involutions

For technical reason it will be useful that A comes with a (strictly associa-
tive) functorial direct sum. It will be used in the definition of the category indφA
in (11.5) and in functorial constructions about categories arising in controlled topol-
ogy. (See for instance [2, Section 2.2], [3, Section 3].)
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Definition 10.1 (Z-category (with involution)). A Z-category A is an additive
category except that we drop the condition that finite direct sums do exists. More
precisely, a Z-category A is a small category such that for two objects A and B the
morphism set morA(A,B) has the structure of an abelian group and composition
yields bilinear maps morA(A,B) × morA(B,C) → morA(B,C).

The notion of a Z-category with involution A is defined analogously. Namely,
we require the existence of the pair (IA, EA) with the same axioms as in Section 1
except that we forget everything about finite direct sums.

Of course an additive category (with involution) is a Z-category (with involu-
tion), just forget the existence of the direct sum of two objects.

Given a Z-category A, we can enlarge it to an additive category A⊕ with a func-
torial direct sums as follows. The objects in A⊕ are n-tuples A = (A1, A2, . . . , An)
consisting of objects Ai in A for i = 1, 2, . . . , n and n = 0, 1, 2, . . ., where we think
of the empty set as 0-tuple which we denote by 0. the Z-module of morphisms from
A = (A1, . . . , Am) to B = (B1, . . . , Bn) is given by

morA⊕
(A,B) :=

⊕

1≤i≤m,1≤j≤n

morA(Ai, Bj).

Given a morphism f : A → B, we denote by fi,j : Ai → Bj the component which
belongs to i ∈ {1, . . . ,m} and j ∈ {1, . . . , n}. If A or B is the empty tuple, then
morA⊕

(A,B) is defined to be the trivial Z-module. The composition of f : A →
B and g : B → C for objects A = (A1, . . . , Am), B = (B1, . . . , Bn) and C =
(C1, . . . , Cp) is defined by

(g ◦ f)i,k :=

n∑

j=1

gj,k ◦ fi,j.

The sum on A⊕ is defined on objects by sticking the tuples together, i.e., for
A = (A1, . . . , Am) and B = (B1, . . . , Bn) define

A⊕B := (A1, . . . , Am, B1, . . . , Bn).

The definition of the sum of two morphisms is now obvious. The zero object is given
by the empty tuple 0. The construction is strictly associative. These data define
the structure of an additive category with functorial direct sum on A⊕. Notice that
this is more than an additive category since for an additive category the existence
of the direct sum of two objects is required but not a functorial model.

In the sequel functorial direct sum is always to be understood to be strictly
associative, i.e., we have for three objects A1, A2 and A3 the equality (A1 ⊕A2)⊕
A3 = A1 ⊕ (A2 ⊕ A3) and we will and can omit the brackets from now on in the
notion. We have constructed a functor from the category of Z-categories to the
category of additive categories with functorial direct sum

⊕ : Z-Cat → Add-Cat⊕, A 7→ A⊕.

Let
forget: Add-Cat⊕ → Z-Cat

be the forgetful functor.

Lemma 10.2. (i) We obtain an adjoint pair of functors (⊕, forget).
(ii) We get for every Z-category A a functor of Z-categories

QA : A → forget(A⊕)

which is natural in A.
If A is already an additive category, QA is an equivalence of additive

categories.
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Proof. (i) We have to construct for every Z-category A and every additive category
B with functorial direct sum to one another inverse maps

α : funcAdd-Cat⊕
(A⊕,B) → funcZ-Cat(A, forget(B))

and

β : funcZ-Cat(A, forget(B)) → funcAdd-Cat⊕
(A⊕,B).

Given F : A⊕ → B, define α(F ) : A → B to be the composite of F with the obvious
inclusion QA : A → A⊕ which sends A to (A). Given F : A → forget(B), define
β(F ) : A⊕ → B by sending (A1, A2, . . . , An) to F (A1) ⊕ F (A2) ⊕ · · · ⊕ F (An).

(ii) We have defined QA already above. It is the adjoint of the identity on A⊕.
Obviously QA induces a bijection morA(A,B) → morA⊕

(QA(A), QA(B)) for every
objects A,B ∈ A. Suppose that A is an additive category. Then every object
(A1, A2, . . . , An) in A⊕ is isomorphic to an object in the image of PA, namely to
PA(A1 ⊕ A2 ⊕ · · ·An) = (A1 ⊕ A2 ⊕ · · · ⊕ An). Hence QA is an equivalence of
additive categories. �

Definition 10.3 (Additive category with functorial direct sum and involution).
An additive category with functorial sum and involution is an additive category
with (strictly associative) functorial sum ⊕ and involution (I, E) which are strictly
compatible with one another, i.e., if A1 and A2 are two objects in A, then I(A1 ⊕
A2) = I(A1) ⊕ I(A2) and E(A1 ⊕ A2) = E(A1) ⊕ E(A2) hold.

One easily checks that if the Z-category A comes with an involution (IA, EA),
the additive category A⊕ constructed above inherits the structure of an additive
category with functorial direct sum and involution in the sense of Definition 10.3.
Namely, define

IA⊕
((A1, A2, . . . , An)) = (IA(A1), IA(A1), . . . , IA(A1)) ;

EA⊕
((A1, A2, . . . , An)) = EA(A1) ⊕ EA(A2) ⊕ · · · ⊕EA(A1).

We obtain a functor from the category of Z-categories with involution to the
category of additive categories with functorial direct sum and involution

⊕ : Z-Catinv → Add-Catinv⊕, A 7→ A⊕.

Let

forget: Add-Catinv⊕ → Z-Catinv

be the forgetful functor. One easily extends the proof of Lemma 10.2 to the case
with involution.

Lemma 10.4. (i) We obtain an adjoint pair of functors (⊕, forget).
(ii) We get for every Z-category with involution A a functor of Z-categories

with involution

QA : A → forget(A⊕)

which is natural in A.
If A is already an additive category with involution, then QA is an

equivalence of additive categories with involution.

Definition 10.5. A Z-G-category with involution A is the same as an additive
G-category in the sense of Definition 4.22 except that one forgets about the direct
sum.

Definition 10.6 (Additive G-category with functorial sum and (strict) involution).
An additive G-category with functorial sum and involution is an additiveG-category
with (strictly associative) functorial sum ⊕ and involution (I, E) which are strictly
compatible with one another, i.e., we have:
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(i) If A1 and A2 are two objects in A, then I(A1 ⊕A2) = I(A1) ⊕ I(A2) and
E(A1 ⊕A2) = E(A1) ⊕ E(A2) hold;

(ii) If A1 and A2 are two objects in A and g ∈ G, then Rg(A1) ⊕ Rg(A2) =
Rg(A1 ⊕A2) holds;

(iii) If A is an object in A, then I(Rg(A)) = Rg(I(A)) and E(Rg(A)) =
Rg(E(A)) hold.

If the involution is strict in the sense of Section 1, i.e., E = id and I ◦ I = id, we
call A an additive G-category with functorial sum and strict involution.

Define a Z-G-category with (strict) involution analogously, just forget the direct
sum.

We obtain a functor from the category of Z-G-categories with involution to the
category of additive categories with functorial direct sum and involution

⊕ : Z-G-Catinv → Add-G-Catinv⊕, A 7→ A⊕.

Let

forget : Add-G-Catinv⊕ → Z-Catinv

be the forgetful functor. One easily extends the proof of Lemma 10.2 to the case
with G-action and involution.

Lemma 10.7. (i) We obtain an adjoint pair of functors (⊕, forget).
(ii) We get for every Z-G-category with involution A a functor of Z-categories

with involution

QA : A → forget(A⊕)

which is natural in A.
If A is already an additive G-category with involution, then QA is an

equivalence of additive G-categories with involution;
(iii) The corresponding definitions and results carry over to the case of strict

involutions.

Remark 10.8. Given an additiveG-categoryA and aG-set T , we have constructed

the additive G-category
(∫

G(T )
A ◦ prG

)

⊕
. Let A ∗G T be the additive G-category

defined in [4, Definition 2.1]. We obtain a functor of Z-categories

ρ(T ) :

∫

G(T )

A ◦ prG → A ∗G T

by sending an object (x,A) to the object {Bt | t ∈ T } for which Bx = A if x = t
and Bx = 0 if x 6= t. It induces a functor of additive categories with functorial
direct sum

ρ(T )⊕ :

(∫

G(T )

A ◦ prG

)

⊕

→ (A ∗G T )⊕ .

Recall that we have the functor of Z-categories

QA∗GT : A ∗G T → (A ∗G T )⊕ .

One easily checks that both ρ(T )⊕ and QA∗GT are equivalences of additive cate-
gories and natural in T .

If A is an additive G-category with strict involution, then we obtain on the source
and the target of ρ(T )⊕ and of QA∗GT strict involutions such that both ρ(T )⊕ and
QA∗GT are equivalences of additive categories with strict involution.

This implies that the G-homology theories constructed for K- and L-theory here
and in [4, Definition 2.1] are naturally isomorphic and lead to isomorphic assembly
maps.
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11. G-homology theories and restriction

Fix a functor

E : Add-Catinv → Spectra(11.1)

which sends weak equivalences of additive categories with involutions to weak ho-
motopy equivalences of spectra. We call it compatible with direct sums if for any
family of additive categories with involutions {Ai | i ∈ I} the map induced by the
canonical inclusions Ai →

⊕
i∈I Ai for i ∈ I

∨

i∈I

E(Ai) → E

(
⊕

i∈I

Ai

)

is a weak homotopy equivalence of spectra.

Example 11.2. The most important examples for E will be for us the functor
which sends an additive category A to its non-connective algebraic K-theory spec-
trum KA in the sense of Pedersen-Weibel [11], and the functor which sends an
additive category with involution A to its algebraic L−∞-spectrum L−∞

A in the
sense of Ranicki (see [12], [13] and [14]). Both functors send weak equivalences to
weak homotopy equivalences and are compatible with direct sums. The latter fol-
lows from the fact that they are compatible with finite direct sums and compatible
with directed colimits. This is proven for rings in [1, Lemma 5.2], the proof carries
over to additive categories with involution.

Given a G-CW -complex X and a group homomorphism φ : K → G, let φ∗X be
the K-CW -complex obtained from X by restriction with φ. Given a K-homology
theory HK

∗ , we obtain a G-homology theory by sending a G-CW -complex X to
HK

∗ (φ∗X). Recall that we have assigned to an additive G-category A with invo-
lution a G-homology theory HG

∗ (−;EA) in (9.3). The main result of this section
is

Theorem 11.3. Suppose that the functor E of (11.1) is compatible with direct
sums. Let φ : K → G be a group homomorphism. Let A be a Z-K-category with
involution in the sense of Definition 10.5. Let indφA be the G-Z-category with
involution defined in (11.5).

Then there is a natural equivalence of G-homology theories

τ∗ : HK
(
φ∗(−);EA⊕

) ∼=
−→ HG

(
−;E(indφ A)⊕

)
.

Its proof needs some preparation.
Given a contravariant functor F : G → Add-Catinv from a groupoid into the

category Add-Catinv of additive categories with involution, we have defined an
additive category with involution

∫
G F in (7.2), provided that G is connected. We

want to drop the assumption that G is connected. The connectedness of G was only
used in the construction of the direct sum of two objects in

∫
G
F . Hence everything

goes through if we refine us to the construction of Z-categories with involution.
Namely, if we drop the connectivity assumption on G, all constructions and all the
functoriality properties explained in Section 7 remain true if we work within the
category Z-Catinv instead of Add-Catinv.

Let G and K be groups. Consider a (left) K-set ξ and a K-G-biset η. Then
G acts from the right on the transport groupoid GK(η). Namely, for an element
g ∈ G the map Rg : η → η, x 7→ xg is K-equivariant and induces a functor
GK(Rg) : G

K(η) → GK(η).
Consider a K-Z-category with involution A. Let prK : GK(η) → GK(K/K) = K

be the functor induced by the projection η → K/K. Then A◦prK is a contravariant
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functor GK(η) → Z-Catinv. We obtain a Z-category with involution
∫
GK(η) A◦prK

(compare (7.2)). Given g ∈ G, the functor GG(Rg) : G
K(η) → GK(η) induces a

functor of Z-categories with involution (compare (7.7))

GG(Rg) :

∫

GK(η)

A ◦ prK =

∫

GK(η)

A ◦ prK ◦GK(Rg) →

∫

GK(η)

A ◦ prK ,

which strictly commutes with the involution. Thus
∫
GK(η)

A ◦ prK becomes a

Z-G-category with involution in the sense of Definition 10.5. We conclude that(∫
GK(η)

A ◦ prK

)
◦ prG is a contravariant functor GG(ξ) → Z-Catinv. We obtain a

Z-category with involution (compare (7.2))

∫

GG(ξ)

(∫

GK(η)

A ◦ prK

)
◦ prG .

Consider η× ξ as a left G×K set by (g, k) · (y, x) = (kyg−1, gx). Then A◦ prG×K

is a contravariant functor GG×K(η × ξ) → Z-Catinv. We obtain a Z-category with
involution (compare (7.2))

∫

GG×K(η×ξ)

A ◦ prG×K .

Lemma 11.4. There is an isomorphism of Z-categories with involution

ω :

∫

GG(ξ)

(∫

GK(η)

A ◦ prK

)
◦ prG

∼=
−→

∫

GG×K(η×ξ)

A ◦ prG×K

which is natural in both ξ and η.

Proof. An object in
∫
GG(ξ)

(∫
GK(η)

A ◦ prK

)
◦ prG is given by (x, (y,A)), where

x ∈ ξ is an object in GG(ξ) and (y,A) is an object in
∫
GK(η)

A◦ prK which is given

by an object y ∈ η in GK(η) and an object A in A. The object (x, (y,A)) is sent
under ω to the object ((y, x), A) given by the object (y, x) in GG×K(η× ξ) and the
object A ∈ A.

A morphism φ in
∫
GG(ξ)

(∫
GK(η)

A ◦ prK

)
◦prG from (x1, (y1, A1)) to (x1, (y2, A2))

is given by g ·ψ for a morphism g : x1 → x2 in GG(ξ) and a morphism ψ : (y1, A1) →
GK(Rg)∗(y2, A2). The morphism ψ itself is given by k·ν for a morphism k : y1 → y2g
in GK(η) and a morphism ν : A → rk(A) in A. Define the image of φ under ω to
be the morphism in

∫
GG×K(η×ξ) A ◦ pr given by the morphism (g−1, k) : (y1, x1) →

(y2, x2) in GG×K(η × ξ) and the morphism φ : A→ rk(A). This makes sense since
rk(A) is the image of A under the functor A ◦ pr(g−1, k).

One easily checks that ω is an isomorphism of Z-categories with involution and
natural with respect to ξ and η. �

Let φ : K → G be a group homomorphism and ξ be a G-set. Let φ∗ξ be the K-
set obtained from the G-set ξ by restriction with φ. Consider a K-Z-category with
involution A in the sense of Definition 10.5. Let φ∗G be the K-G-biset for which
multiplication with (k, g) ∈ K × G sends x ∈ G to φ(k)xg−1. We have explained
above how

∫
GK(φ∗G)

A can be considered as a G-Z-category with involution. We

will denote it by

indφA :=

∫

GK(φ∗G)

A.(11.5)
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Lemma 11.6. For every G-set ξ there is a natural equivalence of Z-categories with
involutions

τ :

∫

GG(ξ)

indφA
≃
−→

∫

GK(φ∗ξ)

A ◦ prK .

It is natural in ξ.

Proof. Because of Lemma 11.4 it suffices to construct a natural equivalence

τ :

∫

GG×K(φ∗G×ξ)

A ◦ pr
≃
−→

∫

GK(φ∗ξ)

A ◦ prK .

Consider the functor

W : GG×K(φ∗G× ξ) → GK(φ∗ξ)

sending an object (x, y) ∈ G×ξ in GG×K(φ∗G×ξ) to the object xy ∈ ξ in GK(φ∗ξ)
and a morphism (g, k) : (x1, y1) → (x2, y2) to the morphism k : xy1 → xy2. Now
define τ to be

W∗ :

∫

GG×K(φ∗G×ξ)

A ◦ pr =

∫

GG×K(φ∗G×ξ)

A ◦ prK ◦W
≃
−→

∫

GK(φ∗ξ)

A

(see (7.7)). Since W is a weak equivalence of groupoids, τ is a weak equivalence of
additive categories with involution by Lemma 5.9 (i). One easily checks that this
construction is natural in ξ. �

Now we can give the proof of Theorem 11.3.

Proof. In the sequel we write E⊕ : Z-Catinv → Spectra for the composite of the
functor E of (11.1) and the functor Z-Catinv → Add-Catinv sending A to A⊕.
Given a G-CW -complex X , we have to define a weak equivalence of spectra

mapK(K/?, φ∗X)+ ∧Or(K) E⊕

(∫

GK(K/?)

A ◦ prK

)

→ mapG(G/?, X)+ ∧Or(G) E⊕

(∫

GG(G/?)

indφA ◦ prG

)
.

The left hand side can be rewritten as

mapK(K/?, φ∗X)+ ∧Or(K) E⊕

(∫

GK(K/?)

A ◦ prK

)

= mapG(φ∗(K/?), X)+ ∧Or(K) E⊕

(∫

GK(K/?)

A ◦ prK

)

= mapG(G/?, X)+ ∧Or(G) mapK(φ∗(K/??), G/?)+ ∧Or(K) E⊕

(∫

GK(K/??)

A ◦ prK

)

= mapG(G/?, X)+ ∧Or(G) mapK(K/??, φ∗G/?)+ ∧Or(K) E⊕

(∫

GK(K/??)

A ◦ prK

)
.

Because of Lemma 11.6 the right hand side can be identified with

mapG(G/?, X)+ ∧Or(G) E⊕

(∫

GG(G/?)

indφA ◦ prG

)

= mapG(G/?, X)+ ∧Or(G) E⊕

(∫

GK(φ∗G/?)

A ◦ prK

)
.
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Hence we need to construct for everyK-set ξ a weak homotopy equivalence, natural
in ξ

ρ(ξ) : mapK(K/??, ξ)+∧Or(K)E⊕

(∫

GK(K/??)

A ◦ prK

)
→ E⊕

(∫

GK(ξ)

A ◦ prK

)
.

The map ρ(ξ) sends an element in the source given by (φ, z) for aK-map φ : K/?? →

ξ and z ∈ E⊕

(∫
GK(K/??)

A ◦ prK

)
to E⊕

(
GK(φ)∗

)
(z), where

GK(φ)∗ :

∫

GK(K/??)

A ◦ prK =

∫

GK(K/??)

A ◦ prK ◦GK(φ) →

∫

GK(ξ)

A ◦ prK

has been defined in (7.7). Obviously it is natural in ξ and is an isomorphism if ξ
is a K-orbit. For a family of K-sets {ξi | i ∈ I} there is a natural isomorphism of
spectra

∨

i∈I

(
mapK(K/??, ξi)+ ∧Or(K) E⊕

(∫

GK(K/??)

A ◦ prK

))

∼=
−→ mapK

(
K/??,

∐

i∈I

ξi

)

+

∧Or(K) E⊕

(∫

GK(K/??)

A ◦ prK

)
.

We have

∐

i∈I

GK(ξi) ∼= GK

(
∐

i∈I

ξi

)
;

∐

i∈I

∫

GK(ξi)

A ◦ prk
∼=

∫

‘
i∈I GK(ξi)

A ◦ prk;

⊕

i∈I

(∫

GK(ξi)

A ◦ prk

)

⊕

∼=

(
∐

i∈I

∫

GK(ξi)

A ◦ prk

)

⊕

.

By assumption E is compatible with direct sums. Hence we obtain a weak equiva-
lence

∨

i∈I

E⊕

(∫

GK(ξi)

A ◦ prK

)
≃
−→ E⊕

(∫

GK(
‘

i∈I ξi)
A ◦ prK

)
.

We conclude that ρ
(∐

i∈I ξi
)

is a weak homotopy equivalence if and only if
∨
i∈I ρ(ξi)

is a weak homotopy equivalence. Since a K-set is the disjoint union of its K-orbits
and a wedge of weak homotopy equivalences of spectra is again a weak homotopy
equivalence, ρ(ξ) is a weak homotopy equivalence for every K-set ξ. This finishes
the proof of Theorem 11.3. �

12. Proof of the main theorems

In this section we can finally give the proofs of Theorem 0.4, Theorem 0.7 and
Theorem 0.12.

Proof of Theorem 0.4. This follows from Lemma 7.11 and Lemma 8.2. �

Proof of Theorem 0.7. Let φ : K → G be a group homomorphism and let B be a
additive K-category with involution. We have to show that the following assembly
map is bijective

asmbK,Bn : HK
∗ (Eφ∗VCyc(K);LB) → HK

n (pt;LB) = Ln
(∫
K B

)
.
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Since φ∗EVCyc(G) is a model for Eφ∗VCyc(K), this follows from the commutative
diagram

HK
n (Eφ∗VCyc(K);LB)

HK
n (id;LQB

)∼=

��

HK
n (pr;LB)

// HK
n (pt;LB) = Ln

(∫
K
B
)

HK
n (id;LQB

)∼=

��

HK
n (Eφ∗VCyc(K);LB⊕

)

τφ
n (EVCyc(G))∼=

��

HK
n (pr;LB⊕

)
// HK

n (pt;LB⊕
) = Ln

(∫
K
B⊕

)

τφ
n (pt)∼=

��

HG
n

(
EVCyc(G);L(indφ B)⊕

)HG
n

(
pr;L(indφ B)⊕

)
// HG

n

(
pt;L(indφ B)⊕

)
= Ln

(∫
G(indφ B)⊕

)

where pr denotes the projection onto the one-point-space pt and QB : B → B⊕

is the natural equivalence coming from Lemma 10.7 and the vertical arrows are
isomorphisms because of Lemma 9.4 and Theorem 11.3. �

Proof of Theorem 0.12. Given an additive category A with involution A, we can
consider it as an additive category with (Z/2, v)-operation as explained in Exam-
ple 2.4. If we apply Lemma 3.2, we obtain an additive category with strict involution
SZ/2(A) together with a weak equivalence of additive categories with involutions

PA : A → SZ/2(A)

If A is an additive G-category with involution in the sense of Definition 4.22, then
PA is an equivalence of additive G-categories with involution.

If we apply Lemma 10.7, we obtain an additive G-category with functorial di-
rect sum and strict involution SZ/2(A)⊕ in the sense of Definition 10.6 and an
equivalence of additive G-categories with strict involution

QSZ/2(A) : S
Z/2(A) → SZ/2(A)⊕

The composite

f := QSZ/2(A) ◦ PA : A → SZ/2(A)⊕

is a weak equivalence of additive G-category with involution. Now the claim follows
from the following commutative diagram

HG
n (EVCyc(G);LA)

HK
n (id;Lf )∼=

��

HK
n (pr;LA)

// HG
n (pt;LA) = Ln

(∫
G
A
)

HK
n (id;Lf )∼=

��

HG
n

(
EVCyc(G);LSZ/2(A)⊕

) HK
n

(
pr;L

SZ/2(A)⊕

)
// HG

n

(
pt;LA

)
= Ln

(∫
G
SZ/2(A)⊕

)

whose vertical arrows are isomorphisms by Lemma 9.4. �
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